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Preface
The CPSoS Team T his brochure presents the research and innovation agenda for the years 2016-

2025 that is proposed by the European Project CPSoS - Towards a European 
Roadmap on Research and Innovation in Engineering and Management of Cyber-

physical Systems of Systems (October 1, 2013 - June 30, 2016). CPSoS has been 
funded under the 7th Framework Programme of the European Union. 

In developing the research agenda, the CPSoS consortium followed a broad trans-
disciplinary approach and established three thematic Working Groups on the 
following topics: 

 Ã Systems of Systems in Transportation and Logistics
 Ã Physically connected Systems of Systems (electric grids, processing plants, 

distribution networks, smart buildings etc.) 
 Ã Tools for Systems of Systems Engineering and Management 

Members of the Working Groups are representatives of industry (owner-operators 
and managers of transportation and production systems, solution providers and 
tool developers) and leading researchers with a variety of backgrounds in computer 
science, systems engineering, logistics, and systems and control. In these Working 
Groups, all currently ongoing EU-funded projects on systems of systems were 
represented. The members of the Working Groups are listed on the following page.

The discussions within the Working Groups and at public workshops were 
complemented by collecting questionaires and performing interviews with more 
than 100 domain experts. The experiences and views of the experts were discussed 
by the CPSoS consortium and have been integrated into this research and innovation 
agenda proposal.

In summary, the CPSoS team identified three core long-term research challenges 
that must be addressed in an inter-disciplinary manner and in collaboration of tool 
and solution providers, end-users, and research institutions:

 Ã Distributed, reliable and efficient management of cyber-physical systems of 
systems

 Ã Engineering support for the design-operation continuum of cyber-physical 
systems of systems

 Ã Towards cognitive cyber-physical systems of systems

In addition, we defined 11 medium-term research and innovation topics that should 
receive attention and funding during the next 5 years in order to advance towards 
meeting the core challenges. You find them at the end of this brochure.

I would like to thank all consortium members, Working Group members and experts 
for their most valuable inputs, and the European Commission for their support of the 
CPSoS project. We are grateful if you send additional feedback and comments on 
our findings and propositions to feedback@cpsos.eu.
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C yber-physical Systems of Systems 
(CPSoS) are large complex systems 
where physical elements interact 

with and are controlled by a large number 
of distributed and networked computing 
elements and human users. Examples 
are railway systems, air traffic, future 
road traffic, logistic networks, the elec-
tric grid, industrial production sites, and 
smart buildings. These systems are vital 
to the competitiveness of the European 
industry as well as to the quality of living 
of the European citizens. They are subject 
to increasingly stringent demands on the 
reduction of emissions, efficient use of re-
sources, high service and product quality 
levels and, last but not least, low cost and 
competitiveness on the world market. 

For the satisfaction of these demands, 
information and communication technol-
ogy (ICT) plays a major, if not decisive, 
role. Connectivity of all elements of the 
cyber-physical system of systems (called 
the Internet of Things) will provide large 
volumes of real-time information on the 
state of the physical system elements, 
e.g. the locomotives or the tracks of a rail-
way system, on the demands of the cus-
tomers, and on the performance and qual-
ity of service of the system. Connectivity 

between embedded systems and com-
puting devices is predicted to grow mas-
sively over the coming years. Gartner [1], 
for instance, estimates that there will be 
26 billion connected devices (excluding 
PCs, tablets, and smartphones) by 2020 
world-wide, and even higher predictions 
of 40-50 billion devices are being made 
by other analyst companies. This equates 
to a global market value of $1.9 trillion, 
of which 80% is expected to come from 
services. Connectivity provides value only 
if the information is used for improved 
services, productivity, resource efficiency, 
and user satisfaction, i.e. if additional 
functionality is offered and the systems 
as a whole operate reliably and securely. 
The field of cyber-physical systems of 
systems deals with how to engineer and 
manage such large interconnected and 
continuously evolving systems and thus 
is fundamental to the realization of this 
market potential.

With the support of three Working Groups, 
the members of which are renowned in-
dustrial practitioners and academic ex-
perts, and building upon input from more 
than 100 external contributors, the Euro-
pean project CPSoS - Towards a European 
Roadmap on Research and Innovation in En-

gineering and Management of Cyber-Phys-
ical Systems of Systems (www.cpsos.eu) 
has developed a proposal for a research 
and innovation agenda for the field of 
engineering and management of cyber-
physical systems of systems. The agenda 
identifies three core challenges, as well as 
11 research and innovation priorities that 
should be addressed in the medium term 
(i.e. within the next 5 years) to progress to-
wards the solution of the core challenges.

The definition of the challenges and priority 
areas is based on a comprehensive survey 
of the state of the art and of the research 
and innovation needs in a variety of indus-
trial sectors that provide and operate cyber-
physical systems of systems. A key finding 
of the CPSoS project is that the identified 
challenges and priority areas are transver-
sal, i.e. relevant to many different sectors of 
industry and infrastructure systems. 

This brochure first provides a comprehen-
sive overview of the results of this survey 
in the areas of transportation (automotive, 
rail, aerospace and ships), logistics, the 
processing and manufacturing industries, 
the energy sector and smart buildings. 
Then, the three core challenges that were 
identified are outlined:

Introduction
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Challenge 1: 
Distributed, reliable and 
efficient management of cyber-
physical systems of systems

This challenge reflects the fact that cyber-
physical systems of systems cannot be 
managed and operated reliably and effi-
ciently by centralized management and 
control. Novel distributed management 
and control methodologies are needed 
that can deal with partially autonomous 
systems with human interaction, are resi-
lient to faults, not vulnerable to cyber at-
tacks, and can deal with frequently chan-
ging system structures.

Challenge 2: 
Engineering support for the 
design-operation continuum 
of cyber-physical systems of 
systems

This challenge is based on the insight that 
cyber-physical systems of systems pose 
new challenges for engineering metho-
dologies and software tools. On the one 
hand, this results from their size and com-
plexity which require divide-and-conquer 
strategies for model-based design and va-
lidation and completely new approaches 
to deal with emergent behavior. On the 
other hand, cyber-physical systems of 
systems are long-living structures that 
are continuously evolving so that there is 
no strict separation between the enginee-
ring phases and the operational stages. 
New, fully integrated approaches for their 
design, validation, and operation are nee-
ded for the integrated engineering over the 
full life-cycle and for modeling, simulation, 
optimization, validation, and verification.

Challenge 3: 
Towards cognitive cyber-
physical systems of systems

Cyber-physical systems of systems are 
large and complex, and their efficient 
operation requires intense, system-wide 
monitoring of all system aspects. A 
consequence is a data deluge, and thus 
there is a need to handle large amounts 
of data in real time to monitor system per-
formance and to detect faults and degra-
dation. Cognitive systems should support 
operators and users, help to avoid infor-
mation overload, and reduce the mana-
gement complexity of cyber-physical sys-
tems of systems.

The remainder of this document is devoted 
to the presentation of the 11 medium-term 
research and innovation priorities that 
must be addressed to solve the core chal-
lenges. These are briefly summarized in 
the following:

 Ã System integration and reconfigura-
tion: Research and innovation is nee-
ded in open platforms, easy-to-test 
interfaces for semantic integration, and 
methods for describing and handling 
couplings between elements to enable 
the fast deployment of new technolo-
gies.

 Ã Resiliency in large systems:  Resiliency 
is a key issue in cyber-physical systems 
of systems in which faults are the norm.

 Ã Distributed robust system-wide opti-
mization: Cyber-physical systems of 
systems are too complex for centra-
lized optimization methods and require 
novel approaches for distributed opti-
mization.

 Ã Data-based system operation: Cyber-
physical systems of systems produce 
huge amounts of data that, for the 
most part, is not yet used to optimize 
and monitor the system. There is a 
need for advances in large-scale, real-
time data analytics.

 Ã Predictive maintenance for impro-
ved asset management: Maintenance 
depends on advances in sensors and 
novel tools for analysis, visualization, 
and decision support to provide the 
right information to the right person at 
all times.

 Ã Overcoming the modeling bottleneck: 
Model-based methods for CPSoS engi-
neering and management provide large 
benefits, but the effort needed to build 
such models often prevents the use of 
these techniques. New approaches for 
model adaptation, maintenance, and 
data-based modeling are needed.

 Ã Humans in the loop: CPSoS depend on 
humans, and novel HMI concepts are 
required to enable human operators to 
digest and react to large amounts of 
data and information quickly and effec-
tively. 

 Ã Integration of control, scheduling, 
planning, and demand-side manage-
ment for industrial production systems 
will enable to improve efficiency and to 
reduce the carbon footprint.

 Ã New ICT infrastructures for adaptable, 
resilient, and reconfigurable manufac-
turing processes are required to adapt 
to the trend of product personalization, 
short time-scales, and quickly chan-
ging customer demands.

 Ã Multi-disciplinary, multi-objective op-
timization of operations in complex, 
dynamic, 24/7 systems is needed to 
improve capacity and efficiency, and to 
reduce the cost of transportation and 
logistics systems.

 Ã Safe, secure and trusted autonomous 
operations in transportation and logis-
tics:  The increased degree of auto-
nomy in transportation and logistics 
systems requires new approaches to 
guarantee safety, security, and trust.

What are cyber-physical 
systems of systems?

T he next generation of energy 
systems, transportation networks, 
industrial production systems, and 

large buildings will consist of many smart 
elements that are globally networked 
and respond to the challenges that the 
world faces today: reducing emissions, 
improving energy and resource efficiency, 
and providing better services at a lower 
cost and in a sustainable manner. These 
infrastructures constitute Cyber-physical 
Systems of Systems (CPSoS) - they consist 
of many, often spatially distributed, 
physical subsystems that tightly interact 
with and are controlled by a large number 
of distributed and networked computing 
elements and human users, and they 
exhibit the features of Systems of Systems 
(SoS). These features include partial 
autonomy of the subsystems, continuous 
evolution over their life-cycle, frequent and 
dynamic reconfiguration of the overall 
system, and the possibility of emerging 
behaviors.

Systems of systems are not a new phe-
nomenon. Railway systems and electric 
grids, to name just two examples, have 
existed for centuries. And for many years,  

the elements of these systems of sys-
tems have been embedded systems in 
which computing elements and physical 
system elements interact tightly, e.g. in 
the locomotives of railway systems. Also, 
computer-based systems for the support 
of the operation and management of large 
systems have been in use for decades, in 
air traffic, rail, electric grids, power plants, 
chemical plants, etc.

However, up to now the flow of information 
in these systems was costly to establish 
and difficult to change, and their manage-
ment followed a hierarchical top-down 
approach. Subsystems, e.g. power plants, 
units of a chemical plant or manufactur-
ing cells, were managed independently, 
and coordination was achieved mostly by 
direct interaction of the operators. With 
increased connectivity, information will be 
available from a huge number of sensing 
devices and will be accessible throughout 
the system. Also, it will be possible to ac-
tuate physical variables and to propose 
actions to human operators flexibly.

Thus, cyber-physical systems of systems 
are emerging. They are characterized by 
consisting of a large number of physical 
devices and computing elements that are 
interconnected both physically, by flows 

of energy and material and by the use or 
resources, and by highly flexible flows of 
information. Due to these interactions, the 
resulting systems become highly complex, 
and difficult to engineer and to manage. 
The vastly increased amount of informa-
tion and the new level of connectivity offer 
unprecedented potential for more efficient 
operation, higher flexibility and adaptabil-
ity, improved levels of reliability, and better 
quality of products and services.

In the world of tomorrow, there will be a 
myriad of technical systems that are con-
nected via the internet and can exchange 
information freely. This is also called the 
Internet of Things (IoT). Until now, most of 
the IoT research and development have 
been focused on wireless sensors and on 
providing connectivity. In the future, using 
the information provided by the sensors 
and networks in a smart fashion and con-
necting sensing to actuation will be the key 
points that bring value to the users and to 
society. The connectivity provided by the 
Internet of Things will become an enabling 
technology for cyber-physical systems of 
systems that close the loop from the sen-
sor information to actions performed by 
physical systems in transportation, en-
ergy systems, production plants, logistics, 
smart buildings, etc.

Cyber-physical Systems of Systems

Cyber-physical Systems of SystemsIntroduction 9
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Key features of cyber-physical 
systems of systems

Cyber-physical systems of systems are 
defined by the following features:

Size and distribution
The components of cyber-physical sys-
tems of systems are physically coupled 
and together fulfil a certain function, pro-
vide a service, or generate products. Some 
of the components can provide useful ser-
vices independently, but the performance 
of the overall system depends on the “or-
chestration” of the components. CPSoS 
may be geographically distributed over a 
large area, as a railway network, or be lo-
cally concentrated, as e.g. a factory with 

many processing stations and materials 
handling and transportation systems or a 
smart building complex.

Control and management
Due to the scope and the complexity of the 
overall system and often also due to the 
ownership or management structures, the 
control and management of CPSoS cannot 
be performed in a completely centralized 
or hierarchical top-down manner, with one 
authority tightly controlling and managing 
all the subsystems. Instead, there is a 
distribution of authority with partial local 
autonomy and decision making, where 
both global and local decisions are not 
only driven by technical criteria, but 
rather by economic, social, and ecologic 

performance indicators, e.g. profitability, 
environmental impact, and in particular 
the acceptance and satisfaction of users. 
CPSoS are managed by humans and 
have to be addressed as socio-technical 
systems in which the technical/physical 
structure determines the possible services 
of the system.

Partial autonomy
Partial autonomy is essential in the defi-
nition of CPSoS and is understood in this 
context as the fact that the subsystems 
pursue local goals in a manner that can-
not be fully controlled by the central man-
agement of the CPSoS. Rather, incentives 
or constraints are communicated to the 
subsystem controllers in order to make 

them contribute to the global system tar-
gets. Often, subsystems are managed and 
controlled by humans, so there always is a 
certain degree of autonomy, and their ac-
tions are not fully predictable.

Partial autonomy is advantageous and 
needed because with local autonomy, the 
subsystems can cope with certain tasks, 
disturbances, and faults on their own, with-
out intervention from the global CPSoS 
level. The partly autonomous sub-systems 
can absorb variability and to the outside 
show a more predictable behaviour than 
what would result without their ability to 
regulate, react to, and compensate distur-
bances. This kind of autonomy can lead 
to self-organizing systems in which the 
autonomous actions of the agents lead to 
improved resilience of the overall system.

Continuous evolution and dynamic 
reconfiguration
Cyber-physical systems of systems are 
large systems that operate and are contin-
uously improved over long periods of time. 
While the IT infrastructure and communi-
cation architectures in many industrial and 

infrastructure systems are often replaced 
or updated frequently, the physical hard-
ware and software infrastructures are in 
productive operation for decades, and new 
functionalities or performance improve-
ments have to be implemented with only 
limited changes of some parts of the over-
all system. Thus, the separation between 
the design phase and operational phases 
blurs in such systems (this is called the 
design-operations continuum), and the en-
gineering of CPSoS requires methods and 
tools that can be used seamlessly during 
design as well as operation.

Dynamic reconfiguration, i.e. the frequent 
addition, modification or removal of com-
ponents, is a widespread phenomenon 
in CPSoS. This includes systems where 
components come and go (as in air traffic 
control) as well as the change of system 
structures and management strategies 
following changes of demands, supplies, 
or regulations. In particular, the detection 
and handling of faults and abnormal be-
haviors is a key issue in cyber-physical 
systems of systems design and opera-
tion, since failures are the norm, not the 

exception in CPSoS due to their large 
scale and complexity.

Emerging behaviors
The behavior of CPSoS results from the 
interaction of their components, both by 
the exchange of signals and information 
and by physical connections as e.g. in 
the electric grid. This can lead to the oc-
currence of oscillations or instabilities on 
a system-wide level, as e.g. oscillations 
in large power systems or periodic bot-
tlenecks in transportation systems. Also, 
self-organization and structure formation 
may take place. While emerging behaviors 
are usually seen as problematic in techni-
cal systems due to their lack of predictabil-
ity, the formation of stable structures on a 
higher level of a CPSoS due to interactions 
between the subsystems despite their lo-
cal diversity may enable the design and 
management of the overall system without 
precise knowledge of all its elements.

Enabling technologies for CPSoS
To build and to operate cyber-physical 
systems of systems, knowledge and tech-
nologies from many domains are needed. 
The development of new core technologies 
specifically for CPSoS requires contribu-
tions from a large variety of enabling tech-
nologies that are developed independently 
and for a broad range of purposes. These 
enabling technologies include:

 Ã Communication technologies and 
communication engineering

 Ã High-performance and distributed 
computing

 Ã Big Data

 Ã The Internet of Things

 Ã Advances in sensors

 Ã Human-machine interfaces (HMIs)

 Ã Dependable computing and 
communication

 Ã Security of distributed or cloud 
computing and of communication 
systems 

Cyber-physical systems of systems (CPSoS) are cyber-physical systems that exhibit features of systems of systems

Cyber-physical Systems (CPS) Systems of Systems (SoS)

Examples of Cyber-physical Systems of Systems

Examples
 › Large industrial sites with many 
production units

 › Large networks of systems 
(electric grid, traffic systems, water 
distribution)

Components may...
 › be switched on and off  
(as in living cells)

 › enter or leave  
(as in air traffic control)

 › Material/energy streams
 › Shared resources (e.g. roads, 
airspace, rails, steam)

 › Communication networks

Continuous addition, removal, 
and modification of hardware 
and software over the complete 
life cycle (often many years)

Many interacting components Dynamic reconfiguration

Physical connections Continuous evolution

Autonomous systems ...
 › cannot be fully controlled on 
the SoS level

 › need incentives towards 
global SoS goals

Examples
 › Local energy generation 
companies

 › Process units of a large 
chemical site

Partial autonomy
Local actors with local authority and priorities

Examples
 › Power oscillations in the 
European power grid

 › Oscillations in supply chains

Usually not desired in technical 
systems, may lead to reduced 
performance or shut-downs

Emerging behavior
The overall SoS shows behaviours that do not result from 

simple interactions of subsystems
Integrated large production complexes
 › Major source of employment and income in Europe
 › Major consumer of energy and raw materials
 › Many interconnected production plants that are operated 
mostly autonomously with distributed management structures

Transportation networks (road, rail, air, maritime, …)
 › Vital to the mobility of EU citizens and the movement of goods
 › Large integrated infrastructures with complex interactions, 
also across national borders

 › Involve multiple organizational and political structures

Many more examples, e.g. smart (energy, water, gas, …) networks, supply chains, or 
manufacturing

Tight interaction
of many distributed, real-time computing

systems and physical systems

Examples
 › Airplanes
 › Cars
 › Ships
 › Buildings with advanced HVAC controls
 › Manufacturing plants
 › Power plants
 › ...

Cyber-physical Systems of SystemsCyber-physical Systems of Systems
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T o gain an overview of the state of 
the art in cyber-physical systems of 
systems in the automotive, aeros-

pace, rail, marine, logistics, processing, 
smart buildings, manufacturing, enginee-
ring tools, and energy sectors, a compre-
hensive consultation process was per-
formed using a number of means. A key 
aim was to engage strongly with industry 
to understand the industry pull for cyber-
physical systems of systems and also the 
state of the art in the area.

Many industry sectors already build and 
operate cyber-physical systems of sys-
tems, and there is considerable practical 
knowledge of the challenges that must 
be addressed. To this end, around 150 in-
dustry practitioners from large companies 
and SMEs have been contacted. The high 
response rate from industry indicates that 
there is strong interest in the topic, and 
the CPSoS project is obliged to the many 
people who have contributed to this re-
port. Questionnaires have been collected 
from over 50 companies, and interviews 
have been performed with 50 key actors. 
Input from academics who have a strong 
relationship with industry has also been 
collected to get feedback on longer-term 
research issues. A cluster of EU projects 
is already addressing systems of systems 
issues, and input from these projects has 
also been gathered.

Major networks were involved in the 
consultations, e.g. European Techno-
logy Platforms such as ARTEMIS-IA, 
IFAC TC on Process Control, and EU-fun-
ded SoS projects – DANSE, AMADEOS, 
DYMASOS, Local4Global, and CyPhERS. 
Additionally, a literature analysis was 
conducted which was mainly based on 
survey papers from open literature with 
particular focus on the industrial appli-
cation and exploitation of the present 
technology and some recent reports and 
innovation guidelines from organizations 
that include large stakeholders from the 
investigated sectors. Particular attention 

was devoted to recent projects addres-
sing the research needs for innovations 
mostly funded under ICT FP7 and H2020.

A questionnaire was also placed on the 
CPSoS project website, and information 
has been gathered from the Internet to 
get as broad a picture as possible of acti-
vities going on around the world.

Last but not least, most valuable inputs 
and feedback have also been obtained 
from the 36 members of the CPSoS Wor-
king Groups, and from the participants of 
five public workshops.

Consultation Process

Cyber-physical  
Systems of Systems  

in Different  
Technology Sectors

Consultation Process
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and China. Good progress has been made 
by the European Car-2-Car consortium [4]  
in developing a standard for short-range 
communications, and similar work is on-
going in the US on IEEE 802.11 protocols, 
e.g. WAVE [5] . 

It should be noted that a key requirement 
in any infrastructure implementation is the 
ability to be future-proof and to allow for 
future likely innovations. This is challen-
ging as electronics typically become obso-
lescent in 18 months and a car in 10 years. 
An infrastructure investment needs to last 
30 years or more, and in order to maintain 
the system’s built-in functionality, it is also 
required for remote monitoring. There are 
a number of barriers to adoption, including 
the difficulty of integrating with legacy 
equipment, justifying the need for invest-
ment to governments, and the slow and 
bureaucratic decision making process of 
governments.

The move to greater automation with dri-
ver-assist functionality and eventually dri-
verless vehicles is very much the current 
Zeitgeist, and the whole industry is trying 
to move in this direction.  Autonomous 
driving is seen as an important techno-
logy to make road traffic more secure and 
more efficient. The majority of the work 

T raffic management [2]  represents a 
highly complex system of systems 
coming under increasing demands 

for additional capacity, greater safety, and 
lower costs while meeting strict environ-
mental regulations [3] . At the same time, 
the global car fleet is predicted to double 
from currently 800 million vehicles to over 
1.6 billion vehicles by 2030. Without inno-

vative thinking on the integration of infor-
mation and flow control systems, severe 
congestion will be a major concern for 
mobility with long commutes and drama-
tic implications for road haulage of freight, 
leading to logistical problems of late deli-
veries within highly complex scheduled 
systems. Already embedded intelligence, 
mobile phone, car-to-car and car-to-in-
frastructure communication are offering 
the opportunity for increased awareness, 
more efficient mobility, and automated dri-
ver safety systems. 

The industry has been working for 10-15 
years already on car-to-infrastructure and 
car-to-car communications. The techno-
logy, which is quite mature, is expected to 
enhance safety and efficiency and to re-
duce emissions via enabling a better traf-
fic flow. Even if only a few cars are equip-
ped with the technology in an incremental 
roll-out, e.g. 2-3%, their modified behavior 
will have a large impact on general traffic 
flow. The industry view is that communica-
tion between cars and infrastructure is the 
future, but there is a need for experience 
from day-one applications which are ex-
pected in 2015-2016. A critical issue is the 
quality of the standard. This needs to work 
in all the member states and also world-
wide, covering Europe, America, Japan, 

is currently concentrated on technical 
solutions, e.g. processor architectures, 
sensor technologies, and data processing 
algorithms. The key challenge here is to 
make the technologies cheap enough for 
mass usage. The systems used on the 
Google Car [6] , for instance, currently cost 
$150,000. More of a concern, however, is 
that little is being done presently consi-
dering how a population of such vehicles, 
mixed with more traditional vehicles, will 
actually behave, especially under fault 
conditions. Designers will not be able to 
anticipate all possible eventualities and 
put in place necessary and sufficient mi-
tigations as the scope of the system is 
effectively unbounded and the number of 
eventualities is very large. Additionally, no 
one will feel responsible for all aspects of 
the whole population, rather they will limit 
their scope to their own commercial inte-
rests. Emergence will thus be a key issue.

As a consequence, there is a need for 
intensive real-time monitoring of the per-
formance of the systems to spot potential 
issues arising before they develop into ac-
cidents. This raises concerns over privacy. 

There are needs for protection from uns-
crupulous companies and state surveil-
lance, and also security to provide protec-
tion from criminals and terrorists. This is 
something that needs to be addressed at 
the European level as different countries 
have different views on privacy with dif-
ferent regulatory and political interests. 
For instance, at a political level in Germany 
privacy is a very important topic, and tech-
nology cannot be used for tracking cars. 
In France, there is a different point of view 
and so car tracking is possible.

Another key issue for autonomous cars 
is risk. Accidents are inevitable, and what 
process is adopted when accidents hap-
pen is important. Here, there are issues of 
how responsibility is apportioned among 
the myriad suppliers and sub-suppliers, 
and what victims have to do to get sup-
port for their loss and/or recovery, i.e. 
they should not need to battle through the 
courts for 10 years. Some research in this 
area is needed.

The key enablers for the successful develop-
ment of cyber-physical systems of systems 

in the automotive sector in the medium 
term are advances in sensors, wireless 
communications, and much better theory/
algorithms/data. In the longer term from 
a research perspective, there is a need to 
fuse disparate sensor data. Here, there are 
control/communication/computing trade-
offs. A key issue is that there is no theore-
tical framework for systems of systems at 
present. There is also a need for tools to 
support quick prototyping of heterogeneous 
hardware and software for deployment.

The Automotive Sector

The EU is among the world’s big-
gest producers of motor vehicles, 
and the sector represents the 
largest private investor in research 
and development (R&D) within Eu-
rope. The sector provides jobs for 
12 million people and accounts for 
4% of the EU’s GDP. Manufacturing 
accounts for 3 million jobs, sales 
and maintenance for 4.3 million, 
and transport for 4.8 million. The 
automotive industry also has an 
important multiplier effect in the 
economy as it generates jobs in 
upstream industries such as steel, 
chemicals, and textiles, as well as 
downstream industries such as 
ICT, repair, and mobility services. 

Road traffic represents a highly 
complex cyber-physical system 
of systems that is coming under 
increasing demands for additional 
capacity, greater safety, and lower 
costs while meeting strict environ-
mental regulations, as the global 
car fleet is predicted to double 
from currently 800 million vehi-
cles to over 1.6 billion vehicles by 
2030. To avoid severe congestion 
in the future, there is a need for in-
telligent traffic systems, and there 
is also a move to greater automa-
tion with driver assist functional-
ity and autonomous driving being 
seen as important technologies to 
make road traffic more secure and 
more efficient.

Key CPSoS challenges are the 
coordination of a huge number of 
independent systems under the 
control of human drivers, to use 
the massive amount of data that 
arises in these systems for coor-
dination and monitoring, to make 
traffic systems resilient to errors 
and faults, to find new ways to 
deal with emergence in these sys-
tems, and to develop methods to 
integrate new components and 
functions into the existing, hetero-
geneous infrastructures.
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T he European rail infrastructure, a 
highly complex cyber-physical sys-
tem of systems, is facing increasing 

congestion due to unprecedented numbers 
of passengers requiring innovative ways to 
increase capacity on existing infrastructure 

vehicles to just run the combustion engine 
when outside of stations and urban areas, 
reducing noise and urban pollution.

Existing railway control centres already act 
as a cyber-physical system of systems, 
where the individual railway sections are 
subsystems that are controlled by signal-
ling interlocks utilizing information from 
track circuits or axle counter methods 
of train detection. Control centres act as 
higher-level systems that plan traffic routes 
and respond to delays and incidents. Each 
control centre covers a regional area, and 
therefore the intercommunication between 
control centres is vital. The introduction of 
the European Railway Traffic Management 
System (ERTMS) [8]  will provide a much 
more centralized traffic management sys-
tem that will remove many of the opera-
tional problems of running trains between 
countries. The system is being trialled cur-
rently at different levels in different coun-
tries, with full roll out expected by 2024. 

In the rail industry, there is confidence that 
a systems-of-systems approach will be bet-
ter, with metrics already being gathered to 
support this argument. The rail industry 
has many years of experience of rolling out 
systems of systems and also of maintain-
ing networks. An issue is that traditionally, 
railway infrastructure maintenance and op-
erations have been subject to a silo men-
tality with just a few engineers having the 
job title of “railway systems engineer”. To 
convince management that there is a need 
to invest in systems of systems, research 
effort is required, and there is a need for 
leadership at the European level to do more 

(faster scheduling of passengers through 
stations and shorter stopping times at sta-
tions) and demanding levels of punctuality 
never before seen with more people and 
improved journey times. The commercial 
drivers in the industry are for 24/7 opera-
tion, high availability, low cost, safety, in-
creased capacity for both passengers and 
freight, recovery from disturbance, and low 
carbon emissions. There is also a drive to 
attract more customers, and to achieve this, 
there is a need to improve customer satis-
faction and customer service. Customers 
are becoming more sophisticated and will 
demand a door-to-door service from public 
transport in the future. Here, the manage-
ment, control, and sociological aspects 
need to be considered in unison. 

The interoperability regulations and the 
2011 Transport White Paper [7]  require that 
the European railway system behaves as a 
single system of systems. Within the EU, the 
Commission requires a level playing field 
without barriers to competition, and already 
trains operate across the European conti-
nent. The 2011 Transport White Paper also 
requires that in the future, the majority of me-
dium- to long-distance journeys (freight and 
passengers) are to be by rail. This is driven 
by congestion costs (1.5% of EU GDP) and 
the need for greatly reduced transport emis-
sions. This is challenging as the rail network 
has stiff competition from other modes of 

than incremental change. There is, howev-
er, general industry support for change, as 
if there is no investment in modernization, 
the railway will become obsolete. With in-
vestment capital limited, investment deci-
sions must be weighed against the benefits 
of other schemes. 

The migration to a new approach is complex 
as there is a need to maintain the present 
level of services while the migration takes 
place. Key enablers are thought to be a 
well-prepared implementation scheme with 
the benefits clearly mapped out. The key 
research needs are support for determining 
the design and validation of such a scheme 
and proving that it is secure and safe and 
ready to be used on the railway system. Un-
derlying this, there is a need for assessment 
tools and methods to prove the benefits. 
Modeling capability is thought to be critical 
here for optimizing the components (opera-
tions, maintenance, etc.) within the system. 
There is also a need for commitment from 
the top, i.e. from government. There will in-
evitably be some disruption to passengers 
and freight, and a need for large investment. 

Increased automation is a key feature of fu-
ture systems, and there is a need to carefully 
consider the sociotechnical issues of how 
humans will interact with automatic control 
on trains and in control centres. Here, there 
is a need to understand which aspects and 
systems should be controlled automatically, 
which should be controlled by humans, and 
which in combination. It is also important 
to consider how decision support tools can 
help human operators, and to design the 
HMIs between humans and technology.

transport, and in order for the railway to be 
the preferred transport mode, the industry 
must offer a guaranteed door-to-door or fac-
tory-to-point-of-sale service 24/7. Currently, 
capacity is severely restricted due to con-
trolling train movement through a system 
of blocks. The use of moving blocks would 
improve this, and autonomous train-to-train 
communications and new infrastructure 
components could increase capacity by 
more than 100% and have an asset value 
of billions. To achieve this, there is a drive 
for automatic train control and automated 
maintenance to increase capacity and re-
duce costs to the point where rail operations 
do not require subsidy from the government. 

The industry aims for a more resilient infra-
structure, and some of this resilience can be 
obtained by better systems to route traffic in 
an optimal manner responding to an incident. 
Via a central coordination system, operators 
and managers should have a better overview 
of the whole system rather than the more lo-
calized view of the individual control centres 
or signal boxes. Key improvements expected 
from a systems-of-systems approach are im-
creased capacity through improved planning 
and operation by optimizing the timetables 
at peak periods to maximize traffic flow, and 
reduced emissions by optimized driving to 
reduce stopping and starting. Additionally, 
systems of systems technology may provide 
the planning necessary to allow hybrid rail 

Underlying this, there are key issues with 
respect to data gathering and management, 
considering how is data to be sensed, col-
lected, communicated, processed, and 
stored. Standards are required here. Securi-
ty and integrity also needs to be guaranteed 
to deal with vulnerabilities and threats as 
systems become more interconnected and 
autonomous.

The Rail Sector

The overall rail sector in the EU, 
including the rail operators and in-
frastructure managers, employs ap-
proximately 1.8 million people with 
an estimated 817,000 dependent 
individuals. The European rail sup-
ply industry employs nearly 400,000 
people and is a top exporter, account-
ing for nearly half of the world market 
for rail products with a market share 
of 84% in Europe and a total produc-
tion value of €40 billion (2010). The 
rolling stock and locomotives mar-
ket is the most important market 
employing 160,000 people, but there 
are also large markets for rail infra-
structure (around 50,000 employees) 
and a smaller market for signalling 
and electrification. The world rolling 
stock industry market is dominated 
by three major players which are 
(partly) based in Europe: Bombardier 
(Canada/Germany), Alstom (France), 
and Siemens (Germany).

The rail system is a huge and vital 
cyber-physical system of systems 
with enormous management and 
engineering challenges. The intro-
duction of automated train control 
via the European Railway Traffic 
Management System (ERTMS) 
will allow more autonomous oper-
ations that could increase capac-
ity by more than 100% and have an 
asset value of billions. Likewise, 
automated maintenance can be 
used to provide more resilient in-
frastructures. Resiliency to unex-
pected events and management of 
their consequences so that users 
are least affected are key challeng-
es as well as the introduction of 
new technology while maintaining 
existing operations. Optimization 
of operations and maintenance 
based upon models must increas-
ingly be used to ensure a high 
quality of service and low cost of 
operations.
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I n the aerospace sector, air passenger 
volume is predicted to double air traffic 
density over the next two decades in an 

already congested airspace. On key routes 
and large airports within Europe, there are 
over 50 million passengers a year, and on the 
majority of other routes, there are 10-50 mil-
lion passengers. Air traffic is increasing, and 
the number of aircraft is expected to double 
by 2020. As a global aviation industry, the 
biggest and most important challenge is to 
continue to safely accommodate ever-increa-

sing air traffic in support of global econo-
mic growth and prosperity, whilst protecting 
the environment. Movement of increasing 
numbers of passengers requires a complex 
cyber-physical system of systems across 
the world that integrates airport operations, 
baggage handling, and air traffic control to 
maximize flow. Air traffic control systems by 
themselves integrate numerous functionali-
ties that enable semi-automated operations 
in the en-route airspace. Tools and methods 
that partially automate some of what is ma-
nually performed by air traffic controllers to-
day is currently an active area of research. At 
the same time, the need for unprecedented 
high levels of aircraft availability is driving 
the use of sophisticated information and 
communication technologies for predictive 
health monitoring, integrated with world-
wide maintenance and logistics systems to 
ensure that aircraft are always fit to fly. 

From a systems-of-systems perspective, air 
traffic management is a major topic, espe-
cially in Europe where separate systems will 
have to be integrated. The challenges here 
are not only technological, but also legis-
lative/ political and need to be tackled at a 
European (and even world-wide) level. Alrea-
dy air space is congested, and better coordi-
nation of aircraft will allow for increases in 
capacity and real-time deconfliction of flight 
paths. The expectation is that systems-of-
systems approaches will provide a better 
integrated end-to-end passenger journey 
experience and reduced emissions. Impro-

ved air traffic control will reduce costs and 
delays, and better integration of systems of-
fers the opportunity to optimize gate-to-gate 
transits without on-the-ground delays or 
stacking before approach (with consequent 
reductions in emissions). 

There is a lot of military experience in the 
operation of aircraft within systems of 
systems, and it is well known that military 
capability is enhanced through the syn-
chronization of force elements across time 
and space. In a civilian context, the same 
approaches can be employed for a more 
effective and focused use of information 
and existing assets to increase capacity. 
This tends to result in better performance 
and also monetary savings due to a reduced 
need for capital equipment and more effi-
cient utilization of assets and resources. 

Autonomous aircraft operations are not 
a new concept in the aerospace domain. 
There are already deployed systems, e.g. 
for homeland security, that indicate that 
there is maturity in methods, processes, 
skills, and competencies. The actual diffe-
rentiators between companies developing 
the systems of systems in this field are 
knowledge and the usage of architecture 
frameworks, systems engineering norms 
and standards. In the military domain, it is 
commonplace to operate autonomous vehi-
cles in controlled military airspaces, and the 
three-dimensional separation of vehicles is 
also an enabling factor. The sector is thus a 
leader in terms of implementation of auto-

The Aerospace Sector

The European aerospace industry 
is a world leader in the produc-
tion of civil and military aircraft, 
helicopters, drones, aero-engines, 
and equipment, exporting them 
all over the world.  It also provides 
support services, such as main-
tenance and training. Aerospace 
within the EU provides more than 
500 000 jobs and generated a 
turnover of €140 billion in 2013. 
Employment in the aerospace sec-
tor is particularly significant in the 
United Kingdom, France, Germany, 
Italy, Spain, Poland, and Sweden. 
A sizeable share of value added 
is spent on research and develop-
ment (R&D) within Europe.

nomous vehicles. Future programmes such 
as ASTRAEA [9]  are looking at the techno-
logical, legislative, and political challenges 
of how unmanned aerial vehicles can also 
be integrated with the civilian ATM network. 

The experience of the sector highlights 
a number of key issues. Here, it is noted 
that systems engineers are often stuck in 
a “requirements first” clean sheet design 
paradigm and are used to having a level of 
control over the system elements. This is 
not available in systems-of-systems engi-
neering. The key perception is that there is 
a need for a scientific foundation to handle 
multi-layer operations and multiple life-
cycle management. Supporting this, there 
is a need for modeling and simulation. The 
biggest problem in modeling is to access 
accurate enough “as built”, “as tested”, 
and “as configured” information. Often, 
this information is jealously guarded by 
individual contractors, and not everyone 
who needs it can easily get access to it. 
There is also a need for widely accepted 
validation and verification procedures to 
allow cyber-physical systems of systems 
to be adopted in the public domain. Jus-
tifying investment in systems-of-systems 

development is also a challenge as there 
is a problem putting a value on the (poten-
tially large) marginal improvement in ca-
pability that will come from a (potentially 
relatively small) marginal investment in 
systems-of-systems capabilities. Finan-
cial systems do not know how to put a 
value on “better capability”, and so usually 
the running costs are considered as these 
are more visible.

For interoperability and integration, there 
is a need for communication standards 
between systems, however it is difficult to 
judge at what level this should occur (e.g. 
is one standard for all system types viable, 
or are several standards for different system 
types a better choice). The system should 
have sufficient autonomy to deal with the 
times when communication is not possible. 
It should be noted that the aim is not to have 
strong integration, but to have dynamic inte-
gration along the life-cycle of the system 
of systems in order to take into account 
addition and suppression of constituent 
systems, their evolution, and the emerging 
effects. For systems of systems that do not 
operate in a strictly controlled environment, 
dynamic reconfiguration is key. 

The challenges in rolling out a system of 
systems are the asynchronous life-cycles 
of constituent parts and also the fact that 
many components are developed inde-
pendently. The key is to make sure that the 
integration is loosely coupled so that inte-
gration can happen in any order, or at least 
such that useful capability is achieved by 
many different partial systems-of-systems 
configurations. This ensures that everyone 
is incentivized to join the systems-of-sys-
tems perspective because they get benefits 
for each integration step. Once rolled out, 
operating and maintaining a system of sys-
tems requires good knowledge of the “as-de-
ployed-and-configured” physical, functional, 
and behavioral configuration of the system.

Air traffic control is a prototypical 
example of a cyber-physical sys-
tem of systems where elements 
enter and leave the system all 
the time. The key challenge is to 
continue to safely accommodate 
ever-increasing air traffic in sup-
port of global economic growth 
and prosperity whilst protecting 
the environment. Movement of 
increasing numbers of passen-
gers requires a complex system 
of systems across the world that 
integrates airport operations, 
baggage handling, and air traffic 
control to maximize flow. Tools 
and methods that automate air 
traffic control are needed, and 
modeling, integration, and the 
handling of emerging effects are 
key issues. At the same time, 
the need for unprecedented high 
levels of aircraft availability is 
driving the use of sophisticat-
ed technologies for predictive 
health monitoring, integrated 
with worldwide maintenance and 
logistics systems to ensure that 
aircraft are always fit to fly.
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all equipment suppliers’ products are ex-
ported outside Europe, and almost 100% 
of the dredging technology and know-how 
is European. From a fleet management 
perspective, around 40% of the world mer-
chant fleet is controlled by European com-
panies, and approximately 25% are flying 
the European EEA flag. Of the top 5 world 
ports, 3 are European, and the European oil 
& gas service industry is also a world tech-
nology leader, exporting 70% of products. 
The European maritime industry is spear-
heading environmentally friendly technol-
ogies. For example, European equipment 
suppliers have provided on-board total 
waste management systems ahead of fu-
ture environmental regulations.

In the industry, systems-of-systems think-
ing is leading to integrated world-wide ship 
management systems being linked with 
ship fouling efficiency metrics and naviga-
tion systems to optimize performance to 
reduce shipping costs, fuel consumption, 
and emissions. This is being addressed 
through the introduction of ICT technolo-
gies and algorithms to optimize shipping 
movements and port operations. There is 
also a big push to improve safety across 
all types of shipping due to high-profile ac-
cidents. The increasing size of passenger 
ships and their operation in remote and 
inhospitable locations is also leading to 

concerns about safety. In recent years, 
emissions have become a major issue at 
the local port level and also at an interna-
tional level with legislation, e.g. IMO Tier 
III [10] , driving for increased monitoring of 
emissions. The introduction of emissions 
monitoring has led to new operational 
approaches such as “slow steaming” for 
products that are not time-critical. Logis-
tically, there are complex interactions in 
the movements of containers around the 
world to ensure that shipping and han-
dling costs are minimized, with tight link-
age into the appropriate rail or road haul-
age networks to move the goods onwards 
as quickly and efficiently as possible.

The commercial requirements are for high 
performance, fuel cost reduction, reliabil-
ity, safety, lower capital expenditure, and 
lower operating expenses (maintenance). 
In discussions with the maritime industry, 
it is apparent that the concept of systems 
of systems is not a known term. There is 
more an idea of operations, fleet manage-
ment, and logistics of moving containers 
and goods. It is clear that systems of sys-
tems exist in the industry, but currently 
there is a fairly low level of use of ICT and 
little connection between systems.

The industry believes that the introduction 
of new ICT technologies for maritime traf-
fic management will be a key for safer and 

The Maritime Sector more secure operations. There is great 
interest in optimized shipping operations 
and voyage optimization, condition-based 
maintenance, reducing costs, and reduc-
ing emissions. The drivers are for reduced 
maintenance, enhanced asset life, reduc-
tion in crewing levels through increased 
automation and fleet optimization via 
shore-based decisions. Key enablers in 
the industry are the introduction of VSAT 
systems that provide connectivity to ships 
and much greater data rates for data 
transfer. Presently, however, there is not a 
clear view of what data should be trans-
ferred and how this should be used. 

There is also a drive for a more integrated 
transport chain. To reduce congestion in 
ports and port fairways, port traffic guid-
ance systems need to be at the same time 
cost efficient and easily deployable. Syn-
ergies with existing systems should be 
ensured, with the aim of integrating the 
use of port traffic guidance tools by all rel-
evant authorities and ensuring the full in-
teroperability between ICT systems, which 
monitor vessels, freight and port services. 
Actions such as Waterborne and e-Mar-
itime [11]  are helping drive technologies 
here. The introduction of data exchange 
standards would be a major move forward, 
allowing currently installed systems to be-
come interoperable. The increasing use of 
ICT within the industry and the new inter-
net-savvy crew and operators offer great 
potential for improvements in efficiency.

The maritime industry has very good sys-

tem integration engineers as ships are 
highly complex systems, but they may 
not think in a systems-of-systems way. 
The ship builders produce the ships and 
their systems, but the operators are the 
ones who would benefit from a systems-
of-systems approach. The fact that ships 
are regularly sold to other ship owners 
makes investment in on-board technology 
such as monitoring more difficult, as in-
stallation of expensive equipment may be 
lost within a few years. As a consequence, 
the suppliers of equipment are now build-
ing in monitoring for their own equipment 
which is used internally. The ship owners 
are then offered the option of purchasing 
monitoring and management services by 
the suppliers, e.g. in power-by-the-hour 
contracts. 

In the area of safety-improved navigation 
systems, traffic management algorithms 
for busy sea ways and ports will improve 
safety, and looking to the future, there will 
be a gradual reduction of crew levels lead-
ing to fully autonomous ships once regu-
latory authorities are convinced that this 
is safe. Already Rolls-Royce is proposing 
autonomous container ships that are op-
erated from shore-based simulators as a 
means of reducing cost and increasing 
capacity through the removal of the bridge 
and hospitality infrastructure required to 
support the crew [12] .

Monitoring of the oceans is seen as a ma-
jor opportunity for deployment of systems 
of systems. As systems become more 

interconnected, it will be possible to com-
bine mixtures of autonomous underwater, 
surface, and aerial drones to monitor ac-
cidents at sea, pollution spills, ocean acidi-
fication, wildlife, and also the relationship 
between the oceans and climate change. 
This is an area that is still in its infancy, 
but already fairly large-scale deployments 
are being trialled, identifying systems-of-
systems issues. Much of the technology 
push here is on the development of vehi-
cles that can operate for long periods as 
this is a prerequisite for cost-effective 
deployment. It is interesting to note that 
monitoring of the oceans is seen as a new 
commercial opportunity and this is sup-
ported by Google’s interest in being a cen-
tral player in this area.

Over 90% of world trade is carried 
by ships, making them pivotal in 
the world economy. It is the most 
economical and the least environ-
mentally damaging form of trans-
port. Without ships, the transport 
of raw materials and the import/
export of affordable food and 
manufactured goods would not 
happen. The growth in seaborne 
trade has averaged 4% per annum 
since the 1970s. The estimated 
number of active seafarers in 
maritime EU Member States in 
2010 is 254,119 (143,967 officers 
and 110,152 ratings). It is esti-
mated that 4.78 million people are 
employed in maritime-related ac-
tivities in ports and logistics that 
support the movement of goods.

B y far the most efficient mode of 
transport for the movement of 
goods, the shipping sector is ex-

pected to grow by 150-250% over the next 
30 years. European shipbuilders are world 
market leaders by turnover. In particular 
Europe produces nearly all the high-value 
cruise ships in the world, around 50% of 

In world-wide ship management 
systems, ship efficiency metrics 
and navigation systems will be 
combined to optimize perfor-
mance and to reduce shipping 
costs, fuel consumption, and 
emissions. Advanced planning 
and control technology is seen 
as key to the optimization of 
shipping movements and port 
operations. To reduce conges-
tion in ports and fairways, port 
traffic guidance systems are be-
ing introduced. Safety is a ma-
jor driving factor, and in recent 
years, emissions have become 
a significant issue which has led 
to the introduction of emission 
monitoring. There are increasing 
demands for condition-based 
maintenance across ship assets, 
for overarching planning and op-
timization tools, and for a more 
integrated transport chain which 
calls for the introduction of data 
integration and data exchange 
standards to allow interoperabil-
ity with the multiple systems in 
use today. Looking to the future, 
autonomous container ships are 
being proposed that could be op-
erated from shore-based simula-
tors as a means of reducing cost.
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business models and collaborative trans-
port management. Customers expect on-
time delivery with an eco-conscious ap-
proach, driving supply chain sustainability 
initiatives to reduce fuel consumption and 
lower emissions. Information provided 
by modern ICT systems is available at all 
levels of the supply chain, offering unprec-
edented opportunities for optimization. 
Successful supply chains rely on complex 
cyber-physical systems of systems for 
accurately forecasting market demand, 
formalizing vendor-managed inventory 
consignment, reducing stock levels, and 
focusing on buying/manufacturing inven-
tory only when it is needed.

The challenges in this sector are that 
transport volumes keep growing globally, 
but the sizes of individual shipments are 
not increasing, and indeed there is a move 
towards shipments of smaller loads. Cus-
tomer service expectations are high with 
demands for fast and efficient on-time 
delivery. In order to execute transport 
tasks efficiently, transport service net-
works play a vital role. These networks 
are dedicated e.g. to parcel, express or 
less-than-truckload-shipments and related 
logistic services. Analysis and optimiza-

tion of their structure can provide great 
benefits in terms of efficiency and also 
fuel cost and emission reductions. More 
efficient operation of nodes (depots, hubs, 
terminals) provides greater throughput 
and lower latency. To support this, opera-
tors are increasingly turning to simulation 
models to achieve robust solutions that 
improve their efficiency, reduce handling 
costs, and increase the performance of 
their terminal operations. A key challenge 
is to link between material-flow simulation 
and arriving and departing traffic. The task 
of delivery in urban areas increasingly is 
leading to congestion, and ways of bun-
dling deliveries at local hubs to reduce the 
numbers of vehicles making deliveries are 
being sought.

Systems of systems are not a new con-
cept in the logistics domain, with world-
wide distribution systems being in place 
already for many years. The industry is 
facing new challenges in the shift from 
large individual shipment sizes to ship-
ments of smaller loads. The transport vol-
umes are thus growing rapidly, introducing 
challenges in cost, emission reduction, 
and increased congestion on roads and 
in cities. The universal nature of intercon-

The Logistics Sector nectivity is allowing the design of co-op-
eration networks to deliver goods. Here, 
there is a need to create synergies and in-
centives, and to develop new service con-
cepts. Data and knowledge are becoming 
key competitive criteria, with tracking of 
items through the logistics chain the norm 
and companies competing to provide effi-
cient and cheaper services. 

A problem with increased interconnectiv-
ity in logistics systems of systems is that 
it exposes them to external risks, such as 
natural disasters and organized crime. Se-
curity and flexibility to reconfigure are thus 
key prerequisites and concerns. Conges-
tion is a growing problem, and there is a 
need for incentive schemes that produce a 
more balanced use of the vehicle, facilities 
and traffic infrastructures. The key aim 
here is to drive demand and reduce traffic 
bottlenecks. Schemes that allow bundling 
of deliveries from different companies 
would have a significant impact, and there 
is a need to move more transport to off-
peak hours. At a system level, there is a 
need to understand how much centralized 
planning is needed versus the use of de-
centralized self-organized flexible delivery. 

Currently, there is a drive towards tighter 
time limits on delivery. This makes it more 
difficult to implement energy-minimal lo-
gistics to reduce emissions. This is a sys-
tems-of-systems problem, but at present, 

customers are not demanding information 
on the carbon footprint of goods transpor-
tation. However, this may well be a factor 
in the future as customers become more 
eco-conscious.

The use of autonomous vehicles in the 
logistics domain is already an estab-
lished concept, with autonomous picking 
machines being commonly used in large 
warehouses. There is a drive towards more 
distributed autonomy for these vehicles to 
provide greater flexibility in operations, 
and this, coupled with the use of smart 

A key challenge in logistics is that the transport volumes are growing but the individ-
ual shipment sizes are getting smaller. Customer service expectations are high, with 
demands for fast and efficient on-time delivery. There is a need for optimization of par-
cel, express or less-than-truckload-shipments to be more efficient, to reduce fuel cost 
and emissions. Different approaches to planning are needed, combining traditional 
centralized planning with the use of decentralized self-organized flexible delivery.

More efficient operation of nodes (depots, hubs, terminals) allows greater through-
put and lower latency. The couplings of the different elements in the logistics chain 
must be considered, and real-time feedback must be integrated into automated plan-
ning systems that also can deal with problems of congestion on roads and in cities.  
Here, there is a need for incentive schemes that produce a more balanced use of the 
vehicle, facilities and traffic infrastructure. Increased interconnectivity is allowing 
the design of co-operation networks to deliver goods, but increased interconnecity 
also requires more security to avoid criminal activity and malicious disruption. 

Logistics is a global business, and Eu-
rope has some of the largest logistics 
companies in the world with highly 
developed and efficient delivery net-
works. Logistics contributes nearly 
14% to the European GDP (900 billion 
Euros) and has a significant impact 
on the service sectors it supports. 
Within warehouses the market for 
logistics robots currently accounts 
for 9% of the total sales of profes-
sional service robot systems. This is 
expected to grow in the future, driven 
by the increasing cost of labour and 
higher demands for efficiency.

T he consumer marketplace is be-
coming increasingly volatile, 
fragmented, and dynamic, being 

dominated by extreme service-level re-
quirements, multi-tier distribution net-
works, and a myriad of high- and low-vol-
ume stock keeping units. Order-to-delivery 
excellence is now a key requirement for 
demand management that drives new 
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communication technologies in intelligent 
bins, is leading to greater efficiencies. 

Moving out of the warehouse, the industry 
is beginning to think about automated de-
livery systems. An example of this is Ama-
zon Prime Air [13]  which is a drone concept 
for delivering small packages to custom-
ers within 30 minutes. This is still many 
years away from deployment and needs 
to gain certification acceptance from the 
FAA before it can be reality, however, again 
it shows synergies with the move towards 
autonomous aircraft operations.
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efficiency, operational excellence, and 
competitiveness of production. Different 
plants may belong to competing value 
chains inside one company, or even to 
different owners in an industrial park. The 
ecological and economic viability of the 
production depends crucially on the care-
ful management of the ensemble of dif-
ferent plants which are interconnected by 
several networks of carriers of energy and 
of various intermediates and are operated 
to make the best possible use of energy, 
materials, and by-products.

The flexibility of the production is limited 
by many constraints on individual units 
that must not be violated in order to pre-
vent safety-critical operation modes or 
accelerated equipment degradation. Each 
plant aims to operate most efficiently in 
terms of economics and energy and re-
source consumption under specific condi-
tions and targets which often are not fully 
in line with the global need of the produc-
tion system. The main goal of site-wide 
management must be to achieve an opti-
mal overall performance.

Orchestrating management decisions
Significant challenges exist for the computa-
tion and implementation of an optimal site-
wide production regime which is a complex 
optimization problem that spans multiple 
time scales and layers of decision making.

The upper management layer conducts 
the planning of the production and sup-
ply chain optimization that allocate pro-
duction targets to respond to the market 
conditions and to meet the contracts with 
the customers and suppliers, for example 
electricity contracts. The decisions are 
communicated to the lower layers that 
adjust the production plans and the ope-
ration of the specific plants. A critical as-
pect of the integration among these layers 
lies in the different conceptual views 
employed along this decision pyramid. A 
too coarse representation of the physical 
plants by the upper-level decision making 
processes affects the feasibility of the 
decisions, as dynamic effects and uncer-
tainties might not be taken into account. 
The arising conflicts are currently resolved 
by communication of the operators.

Challenges of vertical integration of the 
systems emerge from the increased fo-
cus on efficient energy management that 
requires process designs that are often 
more integrated and as such intrinsically 
harder to manage. The plants possess the 
ability to vary the production intensity in 
order to compensate for changing utilities 
supply and market prices. Each plant ope-
rates autonomously to some extent and 
tries to reach its production objectives as 
part of the value chain. A suitable coordi-

The Process Industry nation among the independent decisions 
of plant managers would in many cases 
result in improved economic and ecologi-
cal performance of the whole site. Proces-
sing plants are also active players in the 
electric grid, as they can significantly in-
fluence the balance of power loads in the 
network. The vertical integration with uti-
lity providers to achieve optimal demand-
side response would result in a significant 
step towards sustainability and a more 
resilient power grid.

One possible way to overcome the mana-
gement challenges is to influence the 
prices of utilities and materials that are 
used in the local optimizations of the dif-
ferent plants according to availability and 
demand. Market-based mechanism can be 
employed, and an automatic coordination 
of the site can be established in order to 
steer the site performance towards the 
global optimum.

Handling exceptional situations
The plants on a site can be driven into 
abnormal operating regimes by faults and 
disturbances, causing a snow-ball effect 
of deterioration of the site performance 
and a decrease of safety. Such situations 
occur as consequences of the malfunc-
tion of the components of some system 
but might happen also during shut-downs 
of some plants or during the start-up pro-
cedures and changes of operating points 
of the major plants. An early recognition 

of unplanned events and their thorough 
diagnosis could lead to a better handling 
of these situations without performance 
deterioration. Many abnormal situations 
can be avoided by predictive maintenance 
of the assets.

Handling of abnormal situations is cur-
rently based on the experience of the 
operators and negotiations between plant 
operators and managers. In severe cases, 
a set of rules may exist and be followed 
which can, for example, define the order in 
which the plants are shut down on the site 
such that safety is guaranteed. Automatic 
solutions that result in optimal responses 
to faults are rarely implemented because 
of the complexity of the problems and 
missing solutions that exploit past expe-
riences gained during the handling of ab-
normal events.

Towards cognitive plants
One of the drivers for technological deve-
lopment of management in the process 
industries is the reliability and availa-
bility of modern sensing hardware and 
software. Many sensors are deployed in 
the industry that can provide useful infor-
mation about the actual plant behaviour 
and large amounts of data can be stored 
that records past operating scenarios.

This data should be a useful asset to plant 
operators who should be informed, ideally 
on a real-time basis, about the best opera-

tion scenarios extracted from past events, 
and should be assisted by a decision-sup-
port system to make the best possible 
decision in a given situation. In case of 
abnormal operation of some plant, a root-
cause analysis should be performed to 
automatically detect the occurrences that 
led to the event, and to propose remedies 
for its mitigation.

Such cognitive features of information 
systems are not yet realized, as the cur-
rent technology is not able to handle large 
amounts of data in real time automatically 
to identify the trends and patterns and to 
extract useful features and information. 
Solutions of this type provide a great op-
portunity for seamless and safe manage-
ment of the industrial sites.

Model-based solutions will play a crucial 
role in the future management of proces-
sing sites. By making better use of data 
and models, planning and management 
will be based on more up-to-date and more 
accurate predictions, leading to improved 
sustainability and cost efficiency.

The process industries, including 
biotech, cement, ceramics, chemi-
cals, minerals and ores, non-ferrous 
metals, and steel, employ more than 
6.8 million European citizens and 
generate an annual turnover of over 
€ 1,600 billion. These industries op-
erate large, integrated production 
complexes that are major consumers 
of raw materials and account for one 
fourth of the energy consumption in 
Europe. They transform feedstock to 
produce end-user products and virtu-
ally all raw materials for convenience 
products in modern industrial society 
and thus play a significant role in the 
value chains. The challenges the pro-
cess industries face arise as a syner-
gy of environmental movements, pro-
moting reduced carbon and energy 
footprints and growing competition 
from emerging extra-EU markets.

Industrial sites in the process industries 
host a considerable number of produc-
tion plants, nowadays often owned by 

different companies, with complex inter-
connections by streams of energy and 
materials to ensure resource and energy 

Industrial production systems are 
complex dynamic nonlinear sys-
tems. Their engineering and man-
agement are challenging given the 
integrated, tightly-coupled nature 
of the production sites, their dy-
namics on multiple time scales 
and distributed authorities. The 
pressure on the industry to be sus-
tainable and competitive in high-
wage countries requires better ver-
tically and horizontally integrated 
management and control struc-
tures, fast and optimal responses 
to abnormal situations and their 
thorough analysis to prevent their 
occurence in the future, and ad-
vanced decision-support systems. 
This will secure the job opportuni-
ties in the process industries in Eu-
rope for the next decades.
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This evolution, which is accelerated by 
the availability of new ICT technologies, is 
driven by a quicky changing world in which 
business and private customers are thinking 
globally, are more aware of environmental 
impact, ask for a high degree of product cus-
tomization and configurability, and require 
efficient, yet sustainable production. In the 
face of increasing complexity of products, 
processes, and supply networks, modern 
manufacturing systems must strive for ever 
higher efficiency and quality while staying 
competitive in a global market.

The European support action Road4FAME 
(www.road4fame.eu) in which several CPSoS 
consortium members were involved has 
analyzed the manufacturing sector in detail 
and has identified a number of key needs 
and recommendations for the engineering 
of modern manufacturing systems that 
will help European manufacturers solve 
today’s challenges [15]. These needs 
and recommendations correlate strongly 
with those identified in CPSoS which we 
summarize in the following.

Smart, flexible manufacturing
To face the increasing trend towards custo-
mization and short times from order to deli-
very and the resulting large degree of flexibi-
lity and quick adaptability of manufacturing 
processes, the German industry initiative 
Industrie 4.0 advocates smart factories 
that consist of intelligent, self-adapting, 

and resilient components. Key components 
to make smart factories a reality include 
novel ICT platforms for the seamless and 
low-effort reconfiguration of manufacturing 
systems, new methodologies for multi-dis-
ciplinary, context-aware modeling of flexible 
manufacturing environments, and new real-
time coordination, control, monitoring, and 
optimization solutions.

Open data and system integration
The IT landscape in today’s manufacturing 
plants is highly heterogeneous, with many 
different systems from different vendors 
that cannot easily be connected, which 
makes the introduction of novel ICT solu-
tions expensive. Consequently, their intro-
duction is a slow process. The threshold 
for the deployment and integration of such 
innovative solutions in existing infrastruc-
tures must be reduced to speed up the in-
novation and to make them affordable also 
for smaller companies.

Open data and system integration plat-
forms are needed that include harmonized 
and standardised interfaces to enable “one-
click” plug-and-play integration of new ma-
nufacturing components and ICT solutions. 
They must provide low-effort integration 
for different kinds of engineering and ope-
rations entities, such as unstructured data, 
models, and documentation. In addition, 
they must ensure consistency of data and 
other design artefacts across the complete 

The Manufacturing Industry engineering and operations infrastructure, 
and they must address security and privacy 
concerns (today’s number one show-stop-
per for manufacturing ICT innovation).

Engineering support for the 
design/operation continuum
Many manufacturing companies describe 
flexibility as the need that has most stron-
gly increased in importance in recent years. 
The need for flexibility is driven by the trend 
towards shorter product life-cycles which 
is caused by increased competition due to 
global markets, as well as by the demand for 
customized products and the need to quickly 
adapt production to changes in demand. 

This flexibility is currently very difficult to 
achieve, not only because of the lack of 
easy integration and reconfiguration faci-
lities in today’s heterogeneous IT infras-
tructures, but also because the need for 
flexibility triggers constant evolution in ma-
nufacturing environments, which dissolves 
the separation between the design and 
engineering phases and the operational 
stage in modern manufacturing processes. 
New, integrated engineering platforms are 
needed that support the complete design/
operation continuum of highly flexible and 
reconfigurable manufacturing processes.

Real-time big data analysis and use 
for quality control, monitoring, and 
optimization
Stricter quality margins, more complex 
customized products, flexible processes, 
and shorter time-to-market are putting 
increasing requirements on production 

efficiency and quality control in the manu-
facturing sector. More efficient and high-
quality production requires more detailed 
knowledge about the production process. 
Greater levels of data acquisition throu-
ghout the manufacturing system are nee-
ded and can be realized by the integration 
of novel, easy-to-install, low-cost sensor 
technologies and monitoring concepts.

Due to the ongoing integration of em-
bedded, intelligent sensors and compo-
nents into production systems and pro-
ducts, manufacturing companies often 
have large amounts of data available, but 
they struggle to derive useful information 
from it, in particular when decisions are 
needed in real time. What is needed is 
large-scale real-time data analytics that 
can provide the detailed knowledge nee-
ded to increase production efficiency and 
quality.

Such analytics must be able to detect 
changes in demands and operational 
conditions in real time, must support the 
user in spotting performance gaps, and 
must be able to deal with anomalies and 
failures within the system. To achieve this, 
new architectures as well as data trans-
mission, collection, storage, and security 
systems must be developed, demonstra-
ted, and implemented on a broad scale. 

Context-centric visualization of 
crucial information
The increase in complexity of manufactu-
ring processes and the deluge of data in 
future manufacturing environments will 

necessitate new, context- and problem-
centric approaches to the visualization 
of real-time information. These visuali-
zations must be able to distill useful and 
crucial information from the data torrents 
that allow managers to understand the 
“real world in real time”, to manage risk, 
and to make informed decisions on how to 
control and optimize the system.

With more than 30 million em-
ployees, a turnover of € 6,410 bil-
lion, and a value added of € 1,590 
billion in 2010 [14], the European 
manufacturing sector represents 
a major part of the European  
economy and is one of its largest 
sources of employment. It gen-
erates a vast range of products, 
from food and beverages to tex-
tiles and furniture to metal-based 
products and heavy machinery, on 
a large range of scales, from small 
enterprises that manufacture e.g. 
musical instruments to very large 
enterprises at the top of a large 
pyramid of parts and components 
suppliers, collectively manufactur-
ing complex products.

While manufacturing is traditio-
nally defined as a production 
process that transforms raw ma-

terials into products and goods, manufac-
turing systems are currently evolving into 
global, highly integrated cyber-physical 
systems of systems that go beyond pure 
production and that cover other parts of the 
value chain, such as research, design, and 
service provision. Manufacturing systems are cur-

rently evolving into global, highly 
integrated cyber-physical sys-
tems of systems that go beyond 
pure production and that cover all 
parts of the value chain, includ-
ing research, design, and service 
provision. This evolution is driven 
by quicky changing customer re-
quirements that are more aware 
of environmental impact, ask for 
a high degree of product customi-
zation and configurability, and 
require efficient, yet sustainable 
production. To meet these require-
ments, new ICT-driven solutions 
are required that include engi-
neering support for highly flexible 
manufacturing environments, big 
data applications for quality con-
trol, monitoring, and optimization, 
and context-centric visualization 
of crucial information.
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lity, e.g. in wind and solar power generation, 
must be instantaneously compensated on 
a system-wide level by the generation of 
power from non-volatile energy sources, for 
example by biomass, fossil-fuel or nuclear 
generation, while the consumed power also 
constitutes a time-varying load [19].

Variances in renewable power generation 
may appear on time scales of minutes and 
hours while the response to these varia-
tions is usually not as flexible. For example, 
it will take several hours for a large coal-fi-
red power plant to ramp up its generation 
level to counterbalance an energy outage 
caused by variations in wind or radiation 
intensity due to weather conditions. A 
frequent use of counterbalancing tech-
niques is not economical, and it would even 
require strengthening Europe’s dependence 
on fossil fuels whose import accounts for € 
300 billion annually today and which contri-
bute strongly to CO2 emissions.

A remedy to this situation lies in deci-
sion support and automated decision 
systems that calculate the optimal loads 
for different parts of the generation side 
of the network and are able to cope with 
the uncertainty in day-ahead predictions 
about the availability of renewable energy 
and peak load consumption taking into 
account weather forecast and correlations 
on the evolution of the electricity price on 
the spot market. Another important aspect 
is to integrate demand-side response so 
that the consumption of electric power is 
adapted to its generation, and to possibly 
use large industrial production units as 
regulating or even storage elements.

Distributed management
With the expected establishment of the 
electricity spot market in all the member 
states of the European Union in the future, 
market aspects will play a key role in the fu-
ture. Producers and consumers of electrici-
ty will coordinate with each other to provide 
smart grid functionality only if forced by the 
introduction of a legal framework, or if the 
right market mechanism makes it mutually 
beneficial for them to do so. Determining 
the benefits and costs of different behaviors 
and allocating them to the different par-
ticipants fairly will be crucial for the latter 
approach. If a certain power consumption 
is requested (e.g. because load aggregation 
provides ancillary services by bidding into 
the reserves markets), the market partici-
pants should distribute the requested loads 
among them. This would require the deve-
lopment of novel distributed optimization 
and distributed control methods, depen-
ding on how many loads participate in the 
aggregation, the economic relation between 
them, privacy issues, etc.

When the solutions building on two-way 
communication and control systems 
are implemented into the management 
systems of power grids, several secu-
rity threats must be addressed due to 
increased amount of data transfers [20]. 
These include consumer privacy, data in-
tegrity, network-jamming attack detection, 
and maintaining continuity of service [21].

The smart electricity grids as envisioned 
today are only a part of the future energy 
landscape. There is a bidirectional inter-
connection of electricity with other energy 

carriers, for example with gas networks, 
heat/steam networks, etc. These intercon-
nections need to be taken into account 
when designing the next-generation elec-
tricity grids and optimizing their perfor-
mance. This is relevant not only at the 
level of micro-grids, which combine elec-
tricity generation and consumption with 
other energy sources, for example combi-
ned heat and power generation, but also 
for major prosumers such as industrial 
production facilities and big power plants. 
Additional information on the topic can be 
found in [22]-[29].

Electric power grids are systems that 
are engineered, built and operated to 
ensure the uninterrupted transport of 
electrical energy from the places of 
production (supply side) to places of 
consumption (demand side). Today, 
the European power grid spans 29 
countries on three continents with 
more than 10 million kilometers of 
power lines, transferring over 3,500 
TWh of electrical energy annually [16]. 
The electricity consumption in Europe 
is expected to increase by 2050 to 
4,300 TWh, while the ratio of energy 
produced from renewable sources 
will increase to 50-80% from the cur-
rent value of approximately 14%. To-
gether with the planned liberalization 
of the EU electricity market, these 
drivers lead to enormous changes 
and emerging challenges for the de-
velopment and management of the 
future smart power grids in Europe.

Investments of several billion 
Euro are planned annually in the 
next years to convert the cur-
rent power grids and their func-
tionalities into a smart cyber-
physical system of systems. 
These investments concern 
the development of the grid in-
frastructure, for example trans-
mission power lines with direct 
current flow, or reinforcements 
of the distribution system that 
will receive increasing amounts 
of injections from locally distrib-
uted generation. These develop-
ments must be supported by 
the development of systematic 
approaches for the engineering 
and management of future pow-
er grids that support the sus-
tainable development of society 
and meet climate and energy 
regulations. The most press-
ing needs are in the areas of 
system-wide robust operation, 
system resiliency, integration, 
and reconfiguration, taking into 
account the huge scale of the 
power grid as well as uncertain-
ties connected with the penetra-
tion of renewables-based power 
injections and the possibility of 
structural changes of the sys-
tem along its operation.
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transformation from integrated, top-down-
operated, state-owned systems to sys-
tems that are operated by independent 
and competing companies who are active 
players in the real-time electricity (spot) 
markets. This change creates new oppor-
tunities for better load balancing in the 
network, but it also introduces a tight inte-
raction between physics, ICT technology 
and economics, and new needs for com-
munication and real-time control.

The operational goals of power grids are 
to ensure a reliable and quality power 
supply to all consumers by adherence 
to grid codes, i.e. the network specifica-
tions for the operation of the grid such 
as voltage level references at different 
transmission and distribution lines while 
maximizing the economic benefits (e.g. 
by minimizing power losses) of the distri-
bution and transmission grid operation. 
Operational constraints are posed on the 
grid frequency and voltage amplitudes at 
all connection points. Furthermore, power 
flows through individual grid segments 
and transformer stations are constrained 
to prevent excessive power dissipation 
and equipment damage. From a societal 
point of view, the operation of the power 
grids should make the best possible use of 
all sources of renewable energy [17].

Emerging behavior
Because of the nature of the system, even 
the smallest imbalance in the produced and 

consumed power has immediate effects 
on system stability (frequency and vol-
tage magnitude) that usually is absorbed 
by the systems due to their large scale 
[18]. This positive effect of systems inte-
gration, very similar to the creation of the 
human conscious mind by the networking 
of myriads of neural cells of human body, is 
a kind of emerging behavior of the system.

It is generally not known to what extent 
the disturbances occurring in the power 
grid can be mitigated by the system, and 
tight integration may turn out to cause 
negative effects on the system perfor-
mance and stability. Several ill-understood 
phenomena, in particular oscillatory cross-
continent behaviors, appeared in the past 
and may again be encountered with the 
growth and evolving nature of the system. 
Such situations are hard to overcome with 
today’s technology because of the lack 
of online information and the difficulty to 
analytically model the system, taking into 
account its continuously evolving nature, 
heterogeneity, and the partial autonomy of 
the constituent elements. 

Optimal decision making under 
incomplete information
Due to the largely local character of the 
electricity generation from renewable ener-
gy sources, an increasing number of non-
negligible local oscillations in the power 
flow can be expected with the larger pene-
tration of renewables. Their inherent volati-

Power grids form spatially distribu-
ted networks that encompass mul-
tiple nodes of electricity generation 

and consumption and the infrastructu-
ral interconnections, such as lines and 
transformers, between the nodes. Their 
management is presently undergoing a 

Cyber-physical Systems of Systems in the Energy Sector
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Integrated engineering over the full 
life-cycle
The present state of the art of building ma-
nagement is to control and to optimize the 
system such that the daily demand for hea-
ting or cooling inside the building is met. 
The flow rates and supply temperatures 
are maintained around fixed set points that 
were specified during the system design. 
The current standard is to apply control 
schemes that are employed with rule-based 
control that defines supply set points using 
the current ambient and internal tempera-
tures, and that are adjusted dynamically. 
These techniques in many cases do not 
take into account changing conditions, 
such as sunshine intensity, updates in the 
forecast of the evolution of ambient tem-
perature, the daily expectations on number 
and behavior of occupants, and the evol-
ving nature of the system (introduction of 
new and ageing of present components), in 
an automatic and optimal fashion.

The fact that the system behavior is sub-
ject to frequent changes, due to weather, 
human behavior, incidents, or changes 
in the system infrastructure, renders the 
transformation of human expectations 
about the conditions in the building into an 
effective response of the system a difficult 
and complex task.

Future research should aim at integra-
ted, inexpensive, standardized, straight-
forwardly deployable application software 
which will embed the conventional cheap 
infrastructure into a highly intelligent me-
chanism for assisting the customers in 
significantly reducing their energy bills and 
environmental footprints and will enable 

T he concept of smart buildings was 
created to bring the benefits of mod-
ern technological developments to 

the everyday life of people through their ex-
perience of indoor environments such as 
homes, offices, shopping malls, etc [30]. 
Smart buildings are engineered to meet the, 

possibly time-varying, comfort criteria of their 
occupants by taking into account the weather 
conditions and the number and the behavior 
of the occupants. The changing conditions 
are often not known accurately in advance, 
which makes the engineering and operation 
of smart buildings a challenging task.

With the increased focus on energy effi-
ciency, the deployment of renewable energy 
sources, and the development of smart grid 
technologies, a growing number of build-
ings and multi-building facilities (campus-
es) will also become active participants in 
the electricity market. From a systems point 
of view, such next-generation facilities will 
be autonomous entities with capabilities to 
sell or to buy electricity to/from the power 
network and to flexibly shift or reduce elec-
trical loads when needed.

The energy system of a building or a campus 
of buildings can include any type of local en-
ergy generation, distribution, consumption, 
and storage elements. Frequently, a central 
combined heat and power (CHP) plant is a 
key generation element, and this means that 
a heat distribution network – and possibly 
also thermal storage – must be considered 
in addition to the electricity network for ef-
ficient energy management strategies.

The overall system management can be 
seen as a complex optimization problem 
formulated as a balancing between energy 
generation (supply side) and energy con-

the human operators to control and adjust 
the systems of high complexity, scale, and 
heterogeneity in a simple yet efficient man-
ner.

Modeling, simulation, and 
optimization
Recent studies [32] have shown that for 
substantial savings in building energy 
consumption, no static assumptions 
should be made about the state and the 
operation of the building, and that dyna-
micity is an essential property to achieve 
energy efficiency in buildings. In parallel 
to optimizing energy consumption and 
performing automated adaptations, user 
comfort of course is the essential success 
criterion for ICT-based solutions.

The majority of today’s advanced auto-
matic management and control techno-
logies require an elaborate model of the 
system to be available. In real-life appli-
cations, these technologies often turn out 
to be inapplicable due to absence of such 
system models, inappropriate modelling 
assumptions of the available models, com-
puting limitations, and complexity trade-
offs [33]. It is therefore recommended that 
the future developments of smart building 
technology are oriented towards increased 
fidelity of modeling, simulation, and opti-
mization via standardization of models 
and their adaptation mechanisms, and via 
the creation of schemes that are robust to 
model insufficiencies.

Smart building technology promises a 
revolution in the role that buildings play 
in people’s lives. The uptake of this tech-
nology can only come hand in hand with 

sumption (demand side), which are inter-
connected by distribution subsystems with 
carriers for commodities such as hot water, 
chilled water, and electricity. The renew-
able sources of energy, for example solar 
radiation or wind power, play a particularly 
significant role on both the supply and the 
demand side. This makes proactive energy 
balancing challenging, as optimal manage-
ment tools use the predictions on the future 
availability of the renewables-based energy 
whose quality depends mainly on the accu-
racy of the weather forecast.

Humans in the loop
Occupants of buildings play a critical but 
poorly understood and often overlooked 
role in the building environment. Several 
studies [31] show that smart metering tech-
nology that is deployed to household users 
of the power grid, together with variable-
pricing policies, shape the behavior and 
increase the situational awareness of the 
users. Questions such as how to influence 
users to use building equipment more ra-
tionally and how to affect the occupants to 
become more energy-aware are still open.

Personal behavioral strategies need to be 
further studied, and the factors and incen-
tives affecting user behavior need to be bet-
ter understood. Only then can the efforts 
for system approaches to proactive energy 
balancing be successful.

Privacy is an important matter in this respect. 
There is a need to respect the privacy of oc-
cupants and to avoid exposing details about 
their habits or lifestyles to third parties in or-
der to increase the trust in the systems and 
to make human-building interaction effective.

availability and reliability of data, the ability 
to make an effective use of the available 
data (via advanced management solu-
tions), and the demonstration of benefits 
and sustainability through new business 
models and when ensuring intuitiveness 
for use by human users.

Smart Buildings

Smart buildings are among the high-
priority energy management topics 
in the EU. The building sector con-
sumes around 40% of the energy 
used in Europe and is responsible 
for nearly 40% of greenhouse gas 
emissions. A smart building repre-
sents a system where its environ-
ment, the power grid with its sub-
systems, as well as other external 
material and energy networks (e.g. 
gas and water) interact by exchang-
ing energy while providing comfort 
services to humans. The goal is to 
establish a reliable and sustainable 
technology for deploying green and 
zero-energy buildings that use all 
the available sources of energy ef-
ficiently and that, even proactively, 
assist to stabilize the resource and 
energy networks (in particular the 
electric power grid).

Smart buildings should be engi-
neered to be operated in a flex-
ible and proactive way, consider-
ing the time-varying demands of 
the inhabitants, their interaction 
with the system, weather condi-
tions, electricity prices/tariffs, 
and other external parameters. 
The ratio between local genera-
tion and purchased electricity 
should be optimized with respect 
to dynamic electricity prices and 
CO2 footprint, using storage ca-
pabilities to accommodate vari-
ations. Novel technologies and 
methodologies are needed for 
optimal management that pro-
vide adaptability, flexibility, and 
stability, and that reflect the dis-
tributed nature of the system, 
taking into account uncertainty 
in the models of the system, vari-
ability of external and internal 
conditions, and the interaction 
with the power grid.

Cyber-physical Systems of Systems in Smart BuildingsCyber-physical Systems of Systems in Smart Buildings 31
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Despite the fact that many technological 
innovations originate in the US or Japan, 
Europe is a true spawn of ICT technolo-
gies, many of them being crucial for the 
development of technologies needed in 
the engineering and management of cy-
ber-physical systems of systems. This is 
evidenced by the European origin of many 
global market players in areas such as 
business management applications, cyber 
security, computing, telecommunications, 
automation, intelligent building technolo-
gies, e-commerce solutions, cloud-based 
management software products, etc. The 
position of Europe as a technological inno-
vator and an incubator of successful ICT 
business models is, however, not secured 
when taking into account demographic 
changes and established and emerging 
markets in Asia, America, or Africa. Europe 
should build upon its successful techno-
logical developments and provide oppor-
tunities for CPSoS innovations that are 
necessary and vital for transportation, the 

of pollution and consumption of fossile 
fuels in Europe. The building sector uses 
around 40% of the energy consumed in 
Europe and is responsible for nearly 40% 
of greenhouse gas emissions. The pro-
cess industries and the energy sector are 
the biggest consumers of energy and raw 
materials.

These sectors must radically improve their 
energy efficiency and reduce their green-
house gas emissions. In the energy-and 
resource-intensive industries as well as in 
transportation, there is large potential for 
efficiency improvements by improved ma-
nagement, operation, and control. Optimal 
planning and scheduling of production 
and of utilities such that the efficiency is 
maximized will lead to significant savings 
and greener economy.

The Importance of CPSoS for 
employment

Europe has a strong position in the ICT 
market with an ecosystem of world-lea-
ding suppliers and systems integrators. 
The embedded systems industry alone 
creates 50,000 new jobs every year, and 
Europe accounts for 30% of the world pro-
duction of embedded systems, with parti-
cular strengths in the automotive sector, 
aerospace, and health. Today, the world-
wide ICT market has reached € 2,000 bil-
lion and is still growing at 4% per year. 

process industries, the energy sector, ma-
nufacturing, and smart building technolo-
gies. This way, new jobs are created, and a 
competitive economy is expanded, which 
is a prerequisite for sustainable growth.

Europe needs to capitalize on its expertise, 
and the successful exploitation of ICT in 
cyber-physical systems of systems gene-
rates opportunities to provide efficient, 
environmentally friendly, autonomous, and 
safe mobility in the automotive, aeronau-
tics, rail, maritime, and logistics sectors; 
greater efficiency in management and 
operations for the process industries, 
manufacturing, conventional/renewable 
power plants, energy conversion, smart 
grids and smart metering; greater bene-
fits to citizens via smart, safe, and secure 
cities, energy-efficient buildings, and 
green infrastructure (traffic management, 
lighting, water and waste management); 
and smart devices and services for smart 
home functionality, home monitoring, 
health services, and assisted living.

Europe represents 34% of this market. 
The embedded ICT market is currently € 
850 billion, with a fierce competition and 
strong players in the US aiming at the ex-
panding market. Over the past ten years, 
a quarter of the EU GDP growth and 50% 
of the EU productivity growth were due to 
ICT developments. Differences in econo-
mic performance are closely related to the 
level of ICT investment and use. The ICT 
sector currently represents 12 million jobs 
in Europe and generates 6% of the EU GDP. 
It has been estimated that each worker 
in the sector contributes €105,000 to the 
economy each year, more than twice the 
EU average across all sectors. Thus, the 
European ICT sector is a powerful driver 
of sustainable growth and employment. It 
plays a major role in boosting innovation, 
creativity and competitiveness across all 
industry and service sectors.

The automotive industry is crucial for Eu-
rope’s prosperity. The sector provides jobs 
for 12 million people and accounts for 4% 
of the EU’s GDP. Manufacturing accounts 
for 3 million jobs, sales and maintenance 
for 4.3 million, and transport for 4.8 mil-
lion. The EU is among the world’s biggest 
producers of motor vehicles, and the sec-
tor represents the largest private investor 
in research and development (R&D) within 
Europe. The automotive industry also has 
an important multiplier effect in the eco-
nomy, generating jobs in upstream indus-
tries such as steel, chemicals, and textiles, 
as well as in downstream industries such 
as ICT, repair, and mobility services. 

Green economy and energy efficiency

The European Union has identified ener-
gy and resource efficiency as a key step 
on the path towards a sustainable and 
green economy. The targets on this path 
for 2030 are a 40% cut in greenhouse gas 
emissions compared to 1990 levels, a 27% 
to 30% share of renewable energy genera-
tion, and 27% to 30% energy savings com-
pared with the business-as-usual scenario. 
These targets cannot be reached within 
this short period of time only via building 
new and more efficient infrastructures and 
more efficient cars, power plants, proces-
sing sites, and buildings, but must be ac-
companied by the improved management 
and the re-engineering of already existing 
infrastructures and traffic, power, and pro-
duction systems, e.g. by establishing tigh-
ter energy integration.

Transport accounts for a quarter of all 
emissions within Europe, and the expec-
tations suggest that traffic will increase 
further and become a dominant source 

The European aeronautics industry is 
a world leader in the production of civil 
and military aircraft, helicopters, drones, 
aero-engines, and other systems and 
equipment. It also provides support ser-
vices, such as maintenance and training. 
The EU has a trade surplus for aerospace 
products, which are exported all over the 
world. Aeronautics is one of the EU’s key 
high-tech sectors on the global market. 
It provides more than 500,000 jobs and 
generated a turnover of € 140 billion in 
2013. The industry is highly concentrated, 
both geographically (in particular in EU 
countries) and in terms of the few large 
enterprises involved. A sizeable share 
of value added is spent on research and 
development.

The rail sector in the EU, which includes 
the workforce of the rail operators and 
infrastructure managers, employs approxi-
mately 1.8 million people with an estima-
ted 817,000 dependent individuals. The 
European rail supply industry employs 
nearly 400,000 people and is a top expor-
ter, accounting for nearly half of the world 
market for rail products with a market 
share of 84% in Europe and a total pro-
duction value of € 40 billion (2010). There 
are large markets for rolling stock, loco-
motives, and infrastructure, and a smaller 
market for signalling and electrification.

Over 90% of world trade is carried by ships, 
the most economical and the least envi-
ronmentally damaging form of transport. 
The growth in seaborne trade has ave-
raged 4% per annum since the 1970s. The 
estimated numbers of active seafarers in 
maritime EU member states in 2010 are 
254,119, but it is estimated that 4.78 mil-
lion people are employed in maritime-re-
lated activities in ports and logistics that 
support the movement of goods. 

The total number of direct jobs provided by 
the EU energy sector in 2011 is estimated 
at between 1.5 million (DG Energy) and 2.2 
million (Eurostat, LFS). The electric power 
generation, transmission, and distribution 

The Importance of Cyber-physical 
Systems of Systems for European 
Society and Industry
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sector is by far the largest employer, pro-
viding around 55-60% of all direct jobs in 
the energy sector. The extraction of fossil 
fuels accounts for around a quarter of all 
direct jobs, while other activities (inclu-
ding oil refining, manufacturing, and dis-
tribution of gas) account for around 20%. 
The renewable sector is a growth area with 
jobs being created in wind turbine manu-
facturing and in biomass fuel supply. It 
is estimated that 417,000 additional jobs 
will be needed to meet the 20% renewable 
energy target.

With more than 30 million employees 
and a turnover of € 6,410 billion in 2010, 
manufacturing represents a major part of 
the European economy and is one of its 
largest sources of employment. It gene-
rates a vast range of products, from food 
and beverages to textiles and furniture to 
metal-based products and heavy machi-
nery, on a large range of scales, from small 
enterprises that manufacture e.g. musi-
cal instruments to very large enterprises 
at the top of a large pyramid of parts and 
components suppliers collectively manu-
facturing complex products.

The process industries, including biotech, 
cement, ceramics, chemicals, minerals 
and ores, non-ferrous metals and steel, 
employ more than 6.8 million European ci-
tizens in more than 450,000 individual en-
terprises and generate an annual turnover 
of over € 1,600 billion. As such, they repre-
sent 20% of the total European industry, 
both in terms of employment and turnover.

Advanced techniques for the management 
and for the engineering of cyber-physical 
systems of systems will be crucial in ma-
king these systems perform better, to pro-
vide better services and better products at 
a higher efficiency. This will contribute to 
the sustainability goals of the European 
Union and to economic competitiveness.

Growth opportunities exist for the Euro-
pean industry especially as systems pro-
viders in all areas discussed before: trans-
portation (road, rail, air, maritime), logistics, 
manufacturing, and process industries, 
electricity grids, water and gas, smart buil-
dings. The performance of the systems 
and the quality of their engineering and de-

ployment, in-time startup, and continuous 
operation without breakdowns and support 
of continuous improvement processes are 
major selling points to which better CPSoS 
management and engineering methods 
will contribute significantly. By high long-
term performance, the vendors of systems 
and the suppliers of components from 
physical hardware to software solutions 
and integration services will secure and 
increase their global market share and the 
employment in Europe.

The users and operators of cyber-physical 
infrastructure systems (traffic systems, 
rail and air transport, buildings, electric 
grids, gas and water distribution systems) 
will profit from the even higher reliability 
and system efficiency, and from the conti-
nuous addition of new functionalities and 
improved system elements and replace-
ment of outdated elements without inter-
ruption of service. 

Better engineered and managed produc-
tion plants in the manufacturing and pro-
cess industries are crucial for the com-
petitiveness of the producing industry in 
Europe, and thus cyber-physical systems 
of systems engineering and management 
methods will secure and increase the 
number of jobs in this extremely compe-
titive sector.

Finally, software for cyber-physical sys-
tems engineering and management will be 
a growing field. Industrial-quality software 
solutions are crucial for the transfer of 
research results into real applications 
to improve the performance of the engi-
neering processes and of the systems 
themselves. Opportunities exist here both 
for large vendors and for small and new 
specialized companies that provide inde-
pendent solutions that can be integrated 
in and are integrating software platforms 
from the large vendors.

Core Challenges
in Cyber-physical

Systems of Systems
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and control methods must be designed 
such that CPSoS do not show undesired 
emerging behavior. Inputs from the field 
of dynamic structure or pattern formation 
in large systems with uncertain elements 
should be combined with classical stabi-
lity analysis and assume-guarantee rea-
soning. Methods must be developed such 
that sufficient resiliency is built into the 
system so that local variations, faults, and 
problems can be absorbed by the system 
or be confined to the subsystem affected 
and its neighbours so that no cascades or 
waves of disturbances are triggered in the 
overall system.

Real-time monitoring, exception 
handling, fault detection, and 
mitigation of faults and degradation
Due to the large scale and the complexity 
of systems of systems, the occurrence 
of failures is the norm in CPSoS. Hence, 
there is a strong need for mechanisms for 
the detection of abnormal states and for 
fail-soft mechanisms and fault tolerance 
by suitable mechanisms at the systems 
level. Advanced monitoring of the state 
of the system and triggering of preven-
tive maintenance based on its results can 
make a major contribution to the reduction 
of the number of unexpected faults and to 
the reduction of maintenance costs and 
down-times. Faults may propagate over 

the different layers of the management 
and automation hierarchy. Many real-
world systems of systems experience cas-
cading effects of failures of components. 
These abnormal events must therefore be 
handled across the layers.

Adaptation and integration of new 
or modified components
Cyber-physical systems of systems are 
operated and continuously improved over 
long periods of time. New functionalities or 
improved performance have to be realized 
with only limited changes of many parts of 
the overall system. Components are modi-
fied and added, the scope of the system may 
be extended, or its specifications may be 
changed. So, engineering to a large extent 
has to be performed at runtime. Additions 
and modifications of system components 
are much facilitated by plug-and-play capa-
bilities of components that are equipped 
with their own management and control 
systems (decentralized intelligence).

Humans in the loop and 
collaborative decision making
Human operators and managers play a 
crucial role in the operation of cyber-phy-
sical systems of systems because of their 
ability to understand the global behavior of 
the system and to react to previously not 
encountered situations. On the other hand, 

the interventions of humans introduce an 
additional nonlinearity and uncertainty in 
the system. Important research issues 
are the human capacity of attention and 
how to provide motivation for sufficient 
attention and consistent decision making. 
It must be investigated how the capabili-
ties of humans and machines in real-time 
monitoring and decision making can be 
combined optimally. Future research on 
the monitoring of the actions of the users, 
anticipating their behaviors, and modeling 
their situational awareness is needed. So-
cial phenomena (e.g. the dynamics of user 
groups) should also be taken into account.

Trust in large distributed systems
Cyber security is a very important element 
in cyber-physical systems of systems. A 
specific CPSoS challenge is the recogni-
tion of obstructive injections of signals or 
takeovers of components in order to cause 
malfunctions, suboptimal performance, 
shut-downs, or accidents, on the system 
level, e.g. power outages. The detection 
of such attacks requires taking into ac-
count both the behavior of the physical 
elements, and the computerized monito-
ring, control, and management systems. 
In the case of the detection of unsecure 
states, suitable isolation procedures and 
soft (partial) shut-down strategies must 
be designed and executed.

Due to the scope and the complexity 
of cyber-physical systems of sys-
tems as well as due to ownership 

and management structures, control and 
management tasks in such systems can-
not be performed in a centralized or hierar-
chical top-down manner, with one autho-
rity tightly controlling all subsystems. In 
cyber-physical systems of systems, there 
is a significant distribution of authority 
with partial local autonomy. The design of 
management systems for reliable and effi-
cient management of the overall system 
poses a key challenge in the design and 
operation of cyber-physical systems of 
systems. The following sub-topics must 
be addressed by future basic and applied 
research:

 Ã Decision structures and system archi-
tectures

 Ã Self-organization, structure formation, 
and emerging behavior in technical sys-
tems of systems

 Ã Real-time monitoring, exception 
handling, fault detection, and mitiga-
tion of faults and degradation

 Ã Adaptation and integration of new or 
modified components

 Ã Humans in the loop and collaborative 
decision making

 Ã Trust in large distributed systems

Decision structures and system 
architectures
The interaction and coordination of dyna-
mic systems with partial autonomy that 
constitute cyber-physical systems of sys-
tems, possibly with dynamic membership, 
must be studied broadly. Examples of ap-
plicable methods are population dynamics 
and control, and market-based mecha-
nisms for the distribution of constrained 
resources. The partial autonomy of the 
components from the overall systems-of-
systems perspective leads to uncertainty 
about the behavior of the subsystems. 

Therefore, system-wide coordination must 
take into account uncertain behavior and 
must nonetheless guarantee an accep-
table performance of the overall system.

Stochastic optimization and risk mana-
gement must be developed for CPSoS. It 
must be understood better how the ma-
nagement structure (centralized, hierar-
chical, distributed, clustered) influences 
system performance and robustness. 

Self-organization, structure 
formation, and emerging behavior 
in technical systems of systems
Due to local autonomy and dynamic 
interactions, cyber-physical systems of 
systems can realize self-organization 
and exhibit structure formation and sys-
tem-wide instability or, in short, emerging 
behavior. The prediction of such system-
wide phenomena is an open challenge at 
the moment. Distributed management 

Core Challenge

Distributed, Reliable and Efficient 
Management of Cyber-physical 
Systems of Systems
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production rates of the plants as well as 
the steam production of the central power 
plant can only be changed at certain rates 
due to their inherent dynamics and equip-
ment constraints. 

The steam networks need to be run in a 
resource-optimal way in order to avoid the 
loss of energy by e.g. steam let-down or 
the loss of production due to steam shor-
tages. The production plants are stron-
gly coupled by flows of material, so their 
production rates cannot be changed indi-
vidually. Load reductions of one unit will 
cause severe restrictions to other units, 
and in particular the cracker products 
must be used on the site or fed into pipe-
lines at the contractual rates to avoid eco-
nomic losses. The individual units strive 
at optimizing their operation economically 
and ecologically for given production tar-
gets. The connections to the other units to 
the steam network present complications 
in this endeavour that constraint the deci-
sions of the units.

Characteristic features of such integrated 
production sites are:

 Ã Complex networks of energies and 
chemicals are operated to enable the 
interaction of integrated production 
facilities, aiming at wasting as little of 
the energy, the raw materials, and the 
intermediate products as possible.

 Ã The balance of the different units for 
changing throughputs is delicate and 
requires a careful coordinated ope-
ration of all units, as especially gas 
networks have only very small buffer 
capacities.

 Ã The flexibility of production is limited 
by many different constraints on indivi-
dual units which must not be violated 
in order to prevent accelerated equip-
ment degradation, plant trips or similar 
events.

 Ã An overall operational optimum can 
only be achieved by coordination of 
individual production units.

The basic task is the dynamic balancing 
of the production rates and the optimal 
operation of all the production units while 
fulfilling the requirements of the produc-
tion planning within a certain horizon and 
while efficiently distributing the available 
shared resources. The industrial state of 
the art is the use of static planning tools 
and network balancing in meetings and 
phone calls between the different opera-
ting teams and the use of buffers in the 
system to smoothen short-term variations. 
Dynamic variations are only addressed on 
an ad-hoc basis. 

Establishment of an automated solution 
to this problem results in the energy-op-
timal operation of a large petrochemical 

site which is a major step towards redu-
cing the energy needs of existing chemical 
plants and can be extended to the plan-
ning of future integrated chemical sites.

One possible approach to management of 
the shared resources is based on the price-
based coordination, which was explored in 
[34] and [35]. The coordination is based 
on market-equilibrium principle where 
the consumers and producers of utilies in 
the production complex are regarded as 
participants of the market which buy and 
sell the goods. The coordination among 
the managers of constitutive plants is 
then realized via a price-setting mecha-
nism that automatically issues the prices 
of the shared resources based on their 
imbalance. The prices of these utilities 
are then reflected in the optimal produc-
tion or consumption of the constitutive 
plants. This process is repeated until the 
market equilibrium, i.e. balance of shared 
resources on the site, is achieved. The dis-
tinct advantage of this coordination prin-
ciple is that no transfer of internal informa-
tion about the plants operation is required, 
only the consumption and production of 
shared resources is disclosed.
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I ntegrated chemical production sites rely 
heavily on their interconnected infras-
tructure to exploit economies of scale 

and to ensure anoptimal use of energy and 
materials. These sites host a large num-
ber of autonomously operated production 
plants with complex interconnections 
by streams of energy and materials. The 
plants share limited resources (utilities, 
material streams, energy streams). The 
different plants may belong to different 

business units or even to different compa-
nies having their own individual economic 
goals and contractual obligations.

An example of an interconnected petro-
chemical site is schematically repre-
sented in the figure. Here a power plant is 
employed to burn off-gas and other waste 
from production units that can be incine-
rated to produce electric power and steam 
on different pressure levels that are nee-

ded by the production plants. Further com-
plexity is added by production plants that 
feed different steam grades into the hea-
ders that are produced by auxiliary boilers 
or by reactor cooling. Thus, the manage-
ment of the plant has to take into account 
continuous degrees of freedom such as 
the load and the distribution of the flow 
rates of the different types of fuels to the 
boilers and discrete degrees of freedom 
such as switching boilers on and off. The 
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Example: Management of the 
Shared Resources in an Integrated 
Petrochemical Production Site

Cyber-physical systems of systems are spatially or physically distributed systems that involve multi-layered decision pro-
cesses. Thus, they cannot be managed and operated reliably and efficiently using traditional techniques, e.g. optimization 
that considers only one decision layer or control strategies that do not take into account the coupling between distributed 
entities. Distributed management and control methods must be designed to establish efficient, reliable, and robust dis-
tributed management through multi-domain and multi-layer coordination of decision processes of partially autonomous 
systems while considering humans aspects, built-in resiliency to faults, invulnerability to cyber attacks, and seamless 
reconfiguration for accommodation of new or changing components.
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Core Challenge

Engineering Support  
for the Design-operation 
Continuum of Cyber-physical 
Systems of Systems

W hile model-based design 
methods and tools have been 
established in recent years in in-

dustrial practice for traditional embedded 
systems, the engineering of cyber-physi-
cal systems of systems poses challenges 
that go beyond the capabilities of existing 
methodologies and tools for design, engi-
neering, and validation. These challenges 
result directly from the constitutive pro-
perties of CPSoS.

In contrast to traditional systems, CPSoS 
are continuously evolving which softens, or 
even completely removes, the traditional se-
paration between the engineering / design 
phases and the operational stages. They 
are highly flexible and subject to frequent, 
dynamic reconfiguration, and their high de-
gree of heterogeneity and partial autonomy 

requires new, fully integrated approaches 
for their design, validation, and operation. 
These new approaches must also take into 
account that failures, abnormal states, and 
unexpected/emerging behaviors are the 
norm in CPSoS, and that CPSoS are socio-
technical systems in which machines and 
humans interact closely.

New engineering support methodologies 
and software tools must be developed 
that are tailored to handle CPSoS with 
all their constitutive properties in the fol-
lowing areas:

 Ã Integrated engineering of CPSoS over 
their full life-cycle

 Ã Modeling, simulation, and optimization 
of CPSoS

 Ã Establishing system-wide and key pro-
perties of CPSoS

Integrated engineering of CPSoS 
over their full life-cycle

The disappearance of the separation 
between the design and engineering 
phases and the operational stages neces-
sitates new engineering frameworks that 
support the specification, adaptation, evo-
lution, and maintenance of requirements, 
structural and behavioral models, and rea-
lizations not only during design, but over 
their complete life-cycle. The challenges 
in rolling out systems of systems are the 
asynchronous lifecycles of the constituent 
parts and also the fact that many compo-
nents are developed independently and 
that legacy systems may only be descri-
bed insufficiently.

New engineering frameworks must enable 
the engineers to design fault-resilient 

management and control architectures 
by an integrated cross-layer design that 
spans all levels of the design and of the 
automation hierarchies, and by providing 
model-based analysis facilities to detect 
design errors early and to perform risk ma-
nagement. Such engineering frameworks 
must be integrated closely with industrial 
infrastructure (e.g. databases, modeling 
and simulation tools, execution and run-
time systems, …).

CPSoS usually are not designed and 
maintained by a single company, but 
instead many providers of components 
and software may be involved. Thus, col-
laborative engineering and runtime envi-
ronments that enable providers to jointly 
work on some aspects of the CPSoS 
while competing on others are essential. 
Integration must be based on open, easy-
to-test interfaces and platforms that can 
be accessed by all component providers. 
Methods and software tools must provide 
semantic integration to simplify the inte-
ractions of existing systems as well as the 
deployment of new systems.

The introduction of model-based design 
techniques does not come for free. It 
requires an initial investment and also 
constrains the freedom of the engineers 
to proceed in an ad-hoc manner. The 
advantages of new tools for CPSoS engi-
neering may therefore not be immediately 
apparent to the end-users, in particular in 
smaller companies. Thus, the demons-
tration of industrial business cases and 
applications that illustrate the benefits 
of these technologies is important and 
should be supported. 

Modeling, simulation, and 
optimization of CPSoS

Challenges in modeling and simulation are 
the high cost for building and maintaining 
models, modeling of human users and 
operators, simulation and analysis of sto-
chastic behavior, and setting up models 
that include failure states and the reaction 
to abnormal situations for validation and 
verification purposes. 

Key for the adaptation of models during 
the life-cycle of a system and for reduced 
modelling cost are methodologies and 
software tools for model management 
and for the integration of models from 
different domains. Model management 
requires meta-models that can describe 
models and modeling formalisms so that 
models can be transformed and connec-
ted automatically.

Efficient simulation algorithms are nee-
ded to enable the system-wide simulation 
of large heterogeneous models of cyber-
physical systems of systems, including 
dynamic on-the-fly reconfiguration of 
the simulation models that represent the 
reconfiguration of the underlying CPSoS. 
For performance and risk analysis, glo-
bal high-level modeling and simulation of 
CPSoS is necessary, including stochastic 
phenomena and the occurrence of abnor-
mal states.

The model-based development of cyber-
physical systems of systems necessi-
tates collaborative environments for 
competing companies and the integration 
of legacy systems simulation as well as 
open approaches for tight and efficient 
integration and consolidation of data, mo-
dels, engineering tools, and other informa-
tion across different platforms. New busi-
ness models will lead to a situation where 
for all potential system components, 
simulation models are delivered such that 
the overall system can be designed based 
on these models.

The real potential of model-based design 
is only realized if the models can be cou-
pled to optimization algorithms. Single-
criterion optimization of complex sys-
tems, including dynamic systems that are 
described by equation-based models, has 
progressed tremendously over the recent 
decade. The next steps will be to deve-
lop efficient optimization tools for hete-
rogeneous models, to progress towards 
global optimization, and to use multi-cri-
teria optimization in order to explore the 
design space.

Establishing system-wide and key 
properties of CPSoS

Establishment, validation, and verification 
of essential properties of CPSoS are im-
portant challenges. New approaches are 
needed for dynamic requirements mana-
gement during the continuous evolution 
of a cyber-physical system of systems, 
ensuring correctness by design during its 
evolution, and for verification especially 
on the systems-of-systems level. New 
algorithms and tools should enable the 
automatic analysis of complete, large-
scale, dynamically varying and evolving 
CPSoS. This includes formal languages 
and verification techniques for heteroge-
neous distributed hybrid systems inclu-
ding communication systems, theory for 
successive refinements and abstractions 
of continuous and discrete systems so 
that validation and verification at different 
levels of abstraction are connected, and 
the joint use of assume-guarantee reaso-
ning and simulation-based (Monte Carlo) 
and exhaustive (model checking) verifica-
tion techniques.

The engineering of cyber-phys-
ical systems of systems poses 
new challenges for engineering 
methodologies and software 
tools since CPSoS are continu-
ously evolving and do not have 
a strict separation between the 
engineering and design phases 
and the operational stages. New, 
fully integrated approaches for 
their design, validation, and op-
eration are needed for the inte-
grated engineering over the full 
life-cycle and for modeling, simu-
lation, optimization, validation, 
and verification.

Engineering Support for the Design-operation Continuum of Cyber-physical Systems Engineering Support for the Design-operation Continuum of Cyber-physical Systems of Systems40
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Core Challenge

Towards Cognitive Cyber-
physical Systems of Systems
S ystems of systems by their very 

nature are large, distributed, and 
extremely complex, presenting a 

myriad of operational challenges. To cope 
with these challenges, there is a need for 
improved situational awareness. A chal-
lenge here is the sheer complexity of sys-
tems of systems. Already, operators are 
struggling with the data deluge that has 
resulted from the explosion in the use of 
monitoring enabled by the increased inter-
connectivity and low-cost sensor techno-
logies for data acquisition. In addition, gai-
ning an overview of the entire system of 
systems is inherently complicated by the 
presence of decentralized management 
and control, which also introduces difficul-
ties in understanding the potentially large 
number of interactions and consequences 
of operator interventions. 

The introduction of cognitive features to 
aid both operators and users of complex 
cyber-physical systems of systems is 
seen as a key requirement for the future to 
reduce the complexity management bur-
den. This requires research in a number of 

supporting areas to allow vertical integra-
tion from the sensor level to supporting al-
gorithms for information extraction, deci-
sion support, automated and self-learning 
control, dynamic reconfiguration features, 
and consideration of the socio-technical 
interactions with operators and users. 

The following four key subtopics have 
been identified as being necessary to sup-
port a move to cognitive cyber-physical 
systems of systems in the future: 

 Ã Situational awareness in large distribu-
ted systems with decentralized mana-
gement and control

 Ã Handling large amounts of data in real 
time to monitor the system performance 
and to detect faults and degradation

 Ã Learning good operational patterns 
from past examples and auto-reconfi-
guration and adaptation

 Ã Analysis of user behavior and detection 
of needs and anomalities

Progress in all these areas and integration 
of activities between these areas is requi-
red in order to advance towards cognitive 
cyber-physical systems of systems.

Situational awareness  
in large distributed systems  
with decentralized  
management and control

In order to operate a cyber-physical sys-
tem of systems efficiently and robustly, 
there is a need to detect operational 
changes in demand and to deal with ano-
malies and failures within the system. 
This can be achieved via the introduction 
of much greater levels of data acquisition 
throughout the CPSoS and the use of this 
data for optimization, decision support, 
and control. Here, a key enabler is the 
introduction of novel, easy-to-install, low-
cost sensor technologies and monitoring 
concepts. If wireless monitoring is to be 
used, there is also a need for ultra-low-
power electronics and energy harvesting 
technologies to avoid the need for, and 
associated maintenance costs of, battery 
change. An increase in data gathering will 
also require robust wired and wireless 
communication protocols that can deal 
with efficient transmission of individual 
data values from a multitude of sensors to 

Towards Cognitive Cyber-physical Systems of SystemsEngineering Support for the Design-operation Continuum of Cyber-physical Systems of Systems
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Example: Ecosystems for 
Lithography Machine Development
Contributed by Jeroen Voeten, TU Eindhoven and TNO Embedded Systems Innovation, 
and Ramon Schiffelers, ASML, Eindhoven, Netherlands

ASML is the world's leading provider of 
complex lithography systems for the se-
miconductor industry. ASML is driving the 
exponential computer chip shrinking pro-
cess as articulated in Moore’s law in 1965. 
Lithography machines are highly complex 
Cyber-physical Systems of Systems, desi-
gned to be extremely accurate, deliver very 
high throughput and operate 24/7 to deli-
ver exceptionally reliable results. Moore’s 
law dictates a challenging roadmap of 
ever tightened performance and functio-
nality requirements. Lithography systems 
have very long life times and are conti-
nuously customized to deliver the latest 
features to the customers.  

Problem

The design process of these high-tech cy-
ber-physical systems involves different en-
gineering disciplines, each of them using a 
specific set of loosely coupled engineering 
methods and tools. As a result  enginee-
ring conventions are easily disobeyed lea-
ding to errors that show at the moment 
when the subsystems are integrated. In 
addition it hampers the ability to reason 
about the realisation of system-wide KPIs 

(e.g. throughput versus accuracy) suffi-
ciently early in the development process.

Solution

To keep up with the increasing require-
ments on performance, evolvability and 
predictability, ASML uses models for dif-
ferent parts of the system. Information 
that needs to be shared between disci-
plines are formalized in Domain Specific 
Modeling Languages that are  used (i) by 
domain experts to specify their designs 
very precise and unambiguously, (ii) as 
input of synthesis algorithms for refine-
ment and artifact generation, (iii) by model 
interpreters at runtime; and (iv) as inputs 
for various diagnostic purposes after de-
ployment.

The use of Domain Specific Languages in-
creases the understandability for domain 
experts by tailoring languages to express 
the essential  domain concepts and only 
those concepts. Incorporating different 
levels of abstraction enables the disen-
tanglement between the various pieces 
of information that originate from the 
several disciplines involved, supporting a 

seamless parallel multi-disciplinary deve-
lopment process. The languages serve as 
input for various analysis and exploration 
techniques during the design process. 
The analysis results are used as inputs 
to support key decisions where it has to 
be proven that a design based upon these 
decisions will work. In addition, these 
models are the starting point for automa-
ted synthesis and artefact generation and 
they are used to interpret diagnostic data 
from systems deployed at the customers.  

MDSE ecosystems

Since there is not a single language, 
method and tool to address all these use 
cases, the realization of an intuitive inte-
grated system development environment 
leads to an Model Driven Systems Engi-
neering (MDSE)  ecosystem consisting of 
several dedicated (modeling) languages 
and tools, and automatic transformations 
between them. It combines different for-
malisms and tools to specify and to ana-
lyse different kinds of properties such as 
timing (worst/best case, stochastic) and 
correctness (such as absence of deadlock, 
safety and progress properties). Examples 
of such ecosystems can be found in the 
domains of high-end motion control [36], 
(material) logistics [37], software design, 
supervisory control, and machine learning.

Challenges

Language ecosystems have proven to 
deliver effective design support, improving 
system quality and reducing development 
time. However, a number of challenges are  
still to be overcome to match the com-
plexity increase. They concern design-
patterns to support efficient analysis and 
synthesis, improved language support 
especially regarding language evolution, 
and support to deal with legacy systems.   

To allow effective prediction and trading-
off of key system aspects concerning 
performance, correctness, reliability and 
evolvability, a grand challenge concerns 
the identification and formalization of the 
semantic relations between domain mo-
dels, across different levels of abstraction.
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streaming of data at high data rates, e.g. 
for vibration and video monitoring. There 
is a need for communication standards 
and also for agreement on data formats 
to improve interoperability of subsystems.

Handling large amounts of data in 
real time to monitor the system 
performance and to detect faults 
and degradation

A challenge for the future will be the phy-
sical system integration of complex data 
acquisition systems and the management 
of the data deluge from the plethora of ins-
talled sensors, and the fusion of this with 
other information sources. This will re-
quire analysis of large amounts of data in 

real time to monitor system performance 
and to detect faults or degradation. This 
will require significant processing capa-
bility as provided by the cloud and large-
scale data management. There is a need 
for visualization tools to manage the com-
plexity of the data produced, allowing ma-
nagers and operators to understand the 
“real world in real time”, to manage risk, 
and to make informed decisions on how to 
control and optimize the system. 

Learning good operational patterns 
from past examples and auto-
reconfiguration and adaptation

There is a great opportunity to aid system 
operators by incorporating learning capa-
bilities within decision support tools to 
identify good operational patterns from 
past examples. By introducing self-lear-
ning capabilities, systems can recognise 
normal “good” operation of a system and 
also detect when a system moves away 
from the norm. A challenge here is to 
relate the changes in the norm to known 
fault cases. This may require significant 
modeling of different fault scenarios or 
connection to relational databases of 
known previous failures. Additionally, to 
deal with the complexity of managing 
system faults, which is a major burden 
for CPSoS operators, auto-reconfiguration 

and adaptation features should be built 
into the system.

Analysis of user behavior and 
detection of needs and anomalities

Finally, it must be remembered that CP-
SoS are socio-technical systems and as 
such, humans are an integral element of 
the system. Cyber-physical systems of 
systems thus need to be resilient to the 
effects of the natural, unpredictable beha-
vior of humans. There is thus a need to 
continuously analyze user behavior and 
its impact upon the system to ensure that 
this does not result in system disruption. 
This may come from misuse or unusual 
behavior of personnel who interact with 
systems at lower levels and also from mi-
sundertandings from poor interpretation 
of data and actions by operators. 

A truly cognitive system requires the com-
bination of all the subtopics highlighted. 
The end result of combining real-world, 
real-time information for decision support 
with autonomous control and learning 
features will be to provide cognitive cyber-
physical systems of systems that will sup-
port both users and operators, providing 
situational awareness and automated fea-
tures to manage complexity that will allow 
them to meet the challenges of the future.

Cognitive systems are needed to 
help operators and users of com-
plex cyber-physical systems of sys-
tems to deal with information over-
load and management complexity. 
This requires installation of sen-
sors throughout large distributed 
systems to provide monitoring in-
formation to give situational aware-
ness. These need to provide key in-
formation across the decentralized 
management and control system. 
A consequence of this monitoring 
will be a data deluge, and there is 
a need to handle large amounts of 
data in real time, not only to moni-
tor system performance, but also 
to detect faults and degradation. 
Here, cognitive features can be 
added to learn good operational 
patterns from past known “good” 
operation and provide auto-recon-
figuration and adaptation if failures 
or performance degradations are 
detected. Humans are also part of 
the control loop, and there is also a 
need to analyze user behavior, de-
tect the needs of the operators, and 
recognize anomalities in operation.

Towards Cognitive Cyber-physical Systems of Systems

The Way Forward

Medium-Term
Research & Innovation

 Priorities
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Cross-sectorial research and 
innovation priorities

 Ã System integration and 
reconfiguration

 Ã Resiliency in large systems

 Ã Distributed robust system-wide 
optimization

 Ã Data-based System operation

 Ã Predictive maintenance for improved 
asset management

 Ã Overcoming the modelling 
bottleneck

 Ã Humans in the loop

Sector-specific research and 
innovation priorities

 Ã Integration of control, scheduling, 
planning, and demand-side response 
in industrial production systems

 Ã New ICT infrastructures 
for adapatble, resilient, and 
reconfigurable manufacturing 
processes

 Ã Multi-disciplinary, multi-objective 
optimization of operations in 
complex dynamic 24/7 systems

 Ã Safe, secure and trusted 
autonomous operations in 
transportation and logistics

Research & Innovation Priorities

Overview

T he following pages describe 11 medium-term research 
and innovation priorities that should receive attention 
and specific targeted funding on all levels during the 

next 5 years in order to advance towards meeting the three core 
challenges in cyber-physical systems of systems engineering and 
management.

These priorities comprise seven cross-sectorial topics that are 
highly relevant and pressing in all domains.

In addition to these overarching topics, we have defined four 
research and innovation priorities that target specific domains, i.e. 
the manufacturing sector, the process industry, and transportation 
and logistics. 

Research & Innovation Priorities: Overview

Research & Innovation Priority

System Integration and 
Reconfiguration

C yber-physical systems of systems 
consist of a multitude of physical 
components, computer hardware 

and software modules that are provided by 
a variety of different vendors. Today, many 
of the systems and software solutions in 
such complex systems are vendor-specific 
islands, and the integration of new compo-
nents is expensive and time-consuming.

This state of the art severely hinders the 
deployment of novel technologies that can 
improve the performance and efficiency of 
CPSoS. These new technologies include 
real-time-capable Big Data applications for 
optimization, management, and decision 
support that rely on easy access to data 
from many different systems, as well as 
novel integrated engineering frameworks 
for the complete CPSoS life-cycle that al-
low engineers to design fault-resilient ma-
nagement and control architectures by an 
integrated cross-layer design that spans 
all levels of the design and automation 
hierarchies. The latter requires easy inte-

gration of the deluge of different design 
documents, data, and in particular models 
that are generated during the design and 
operation of a CPSoS. Easy integration 
of new components is also a prerequisite 
for dynamic reconfiguration (i.e. the live 
addition, modification or removal of com-
ponents), which is a widespread phenome-
non in CPSoS.

Reference architectures, open platforms, 
and easy-to-test interfaces for semantic 
integration of systems, data, and models 
must be developed. To enable dynamic re-
configuration, new mechanisms and tools 
for the plug-and-play integration and live 
removal of components are needed that 
support an incremental live validation of 
modifications to the system. These deve-
lopments must be based on open (new 
or existing) standards and must be deve-
loped and demonstrated on industrially 
relevant business cases.

First steps in this direction are taken by 

the project ARROWHEAD [38], which is fun-
ded by the ECSEL Joint Undertaking and 
develops collaborative automation archi-
tectures for several domains, including 
industrial production.

The integration of systems, data, and 
models in today’s proprietary CPSoS 
infrastructures is too expensive and 
time-consuming and hinders the de-
ployment of cutting-edge technolo-
gies. Reference architectures, open 
platforms, and easy-to-test interfac-
es for semantic integration must be 
developed that enable the live, plug-
and-play addition, removal, and vali-
dation of CPSoS components and 
the rapid and affordable deployment 
of new technologies.

Research & Innovation Priority: System Integration and Reconfiguration
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Research & Innovation Priority

Resiliency in Large Systems
W hen an event or situation occurs 

in a large-scale system which 
does not correspond to its nor-

mal, designed behavior, this is referred to 
as an unforeseen event or abnormal state 
of the system. In large systems with many 
components, such faults and exceptions will 
almost always be present in some part of the 
system. While the safety of the overall cyber-
physical system of systems usually can be 
guaranteed by local protection mechanisms, 
the performance of the overall system may 
degrade very quickly when unforeseen 
events occur. Often the system performance 
and the satisfaction of its users are more 
strongly influenced by the reactions to the 
unforeseen events, upsets, faults, and dis-
turbances than by the carefully optimized 
performance in the nominal state. 

Fault detection 
There is a large need for detecting abnor-
mal situations quickly, and for fail-soft me-
chanisms and fault tolerance on the local 
and on the systems level. By appropriate 
analysis of the frequency of abnormal 
events, countermeasures against frequent-
ly occurring faults must be triggered. Ad-
vanced data processing on the local and 
on the systems level should lead to early 
warnings of degradations so that appro-
priate countermeasures can be taken in 
time before abnormal situations occur.

System-wide fault mitigation 
From a system point of view, the critical 
aspect of abnormal situations in some 
components is that their effects may pro-
pagate to the systems level and affect 
a large number of components and the 
overall system performance. To support 
continued operation, cyber-physical sys-
tems of systems need to be resilient, and 
mechanisms for trans-layer fault handling 
and mitigation must be engineered and 
validated. This is more easily achieved if 
there is a loose integration of the consti-
tutive systems rather than a tight interac-
tion, as can be achieved e.g. by storage 
elements between the elements of a 
production system or by the presence of 
unused resources. However, this leads to 
additional cost in normal operation, so the 

two aspects have to be balanced carefully.

Humans vs. machines 
Automation systems have strategies in 
place to deal with many eventualities, 
from redundant devices to fault detection 
systems to safety shutdown systems, but 
there is a qualitative difference between 
how expert human operators will respond 
to an unforeseen event and how today’s 
automation systems respond. Partly as 
a result of training, often using training 
simulators, pilots and process plant ope-
rators can continue the operation of an af-
fected complex system in situations that 
would be beyond the scope of a fully auto-
mated system. Research is needed to de-
velop automation systems that can exhibit 
human-like capabilities in such situations.

Fault detection and handling of errors or abnormal behavior is a key issue in 
cyber-physical systems of systems design and operation. The handling of faults 
and abnormal behavior is challenging from a systems design point of view as 
in many cases, it cannot be done optimally by a design based on separation of 
concerns but requires a trans-layer design of the reaction to such events. The 
sharing of tasks between humans and automatic systems in handling abnormal 
sitations must be investigated in detail.

Research & Innovation Priority

Distributed Robust  
System-wide Optimization
G iven the managerial complexity of 

cyber-physical systems of systems, 
a fully centralized management 

architecture where a single entity precisely 
controls all system elements is not ade-
quate. Rather, distributed, multi-agent archi-
tectures where decisions are made in the 
constituent systems in a semi-autonomous 
fashion are needed. The local decisions 
must of course be influenced by the infor-
mation received from other agents (subsys-
tems) or by signals from a coordinating enti-
ty. An example is the spatial and managerial 
distribution of the European power grid into 
country- or region-wise decision entities. 
This distribution is established historically 
and maintained because of the spatial dis-
tribution of the system and legislation rea-
sons. Decentralization may occur also due 
to privacy and confidentiality issues where 

exemplary cases are traffic control, where 
human drivers refuse to give away informa-
tion about their routes, or the coordination 
of production systems in industrial parks, 
which will not share information about their 
production levels or cost structures.

Distributed architectures
Architectures must be developed that per-
form effective distributed management, 
optimization, and control where the glo-
bal problem is divided into a set of smal-
ler local problem formulations. It must be 
studied how optimal, or close-to-optimal, 
decisions from a system-wide perspective 
can be obtained and which influence the 
decision architecture has on global opti-
mality and robustness, and on the effort 
to compute them. Promising architectures 
may involve principles that are adapted 

from market theory, game theory, and po-
pulation control.

Robust optimization
The partial autonomy of the components 
from the overall systems-of-systems pers-
pective leads to uncertainty about the 
behavior of the subsystems. Moreover, 
model predictions always differ from the 
real behavior of a physical system as they 
do not involve all couplings, stochastic 
effects, and user interactions. Therefore, 
robustification of the distributed decision 
processes is needed. This can be rea-
lized, for instance, by a scenario-based 
approach that takes into account a set of 
disturbance models with extreme values 
of some important parameters (scenarios) 
and employs recourse actions to avoid 
conservative results.

Multi-criterial optimization and hu-
man decisions
In cyber-physical systems of systems 
there are often many competing decision 
criteria, e.g. quality of service vs. cost of 
operation. These should be tackled in a 
multicriterial fashion and adequate deci-
sion support for human managers or ope-
rators must be provided.

Due to partial autonomy, privacy issues, and spatial distribution, the overall optimiza-
tion of CPSoS must be distributed into smaller local problems whose decisions are 
coordinated using a specialized architecture. The decision architectures must be 
capable of driving a CPSoS into the overall optimum despite the uncertainty that is 
present in the system, and external influences and restricted sharing of information.

Research & Innovation Priority: Resiliency in Large Systems48 Research & Innovation Priority: Distributed Robust System-wide Optimization 49
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Research & Innovation Priority

Data-based System Operation

T wo major approaches exist in the 
engineering and research com-
munity for the management and 

control of cyber-physical systems: model-
driven and data-driven approaches. In 
model-driven approaches, data is used in 
conjunction with a model to pre-process 
data (filtering, data reconciliation), to de-
termine the state of the system (state and 
parameter estimation), and to improve the 
model (adaptation, system identification). 
Actions (e.g. optimal planning, scheduling, 
and advanced control) for maximizing sys-
tem performance or fault detection are 
based on mathematical models, and on 
feeding real-time data to the models. 

Purely data-driven approaches either fit 
general model structures (e.g. neural 
nets, Kriging models) to data to obtain 
predictive models or derive actions di-
rectly from observed system responses. 
With the increasing availability of real-
time data that is collected during opera-
tion and the increasing computing power 
available, the idea that purely data-based 
techniques can complement or even 
replace model-based approaches in or-
der to capture more information and to 
reduce the modeling effort seems attrac-
tive and should be explored. 

Combining data-driven and 
model-driven approaches 

One way to make effective use of data-
driven techniques is to enhance physics-
based models with correction elements 
that are computed from the data gathered 
from the system in real time. This way, the 
physics-based models can be adjusted 
online to improve the quality of the predic-
tions of the model. Clearly, open issues are 
how to keep track of the validity region of 
the data-based model elements and how 
to control the speed of adaptation or for-
getting of past data.

Data-based management and 
optimization of CPSoS 

Another promising option is the direct use 
of collected data either to predict system 
behavior or to retrieve promising patterns of 
operation from the recorded data. Reliabili-
ty, accuracy, and security of data are chal-
lenging issues that need to be resolved be-
fore such techniques can be implemented 
in real applications. Autonomous driving 
acts as a spearhead of technology develop-
ment towards data-based autonomous ope-
ration of technical systems. However, cars 
and trucks are produced in large numbers 
while production systems or power plants 

are usually one or a few of a kind, so the ef-
fort for hardening the data-based operation 
schemes cannot be as high here, and most 
likely, the responsibility for the acceptance 
of the proposals of data-based manage-
ment systems will rest with human opera-
tors. As a basis for data-based operation, 
data exchange standards that allow the 
seamless integration of systems, as well as 
engineering systems that propagate infor-
mation on changes of the configuration as 
they happen frequently in cyber-physical 
systems of systems, are needed.

The rapidly increasing amount of data 
gathered and stored in cyber-physical 
systems of systems must be put to 
use in their operation and also when 
engineering changes of the systems. 
Real-time analytics of data from vari-
ous sources must be combined with 
knowledge and models based on 
physical laws in an optimal fashion 
in order to steer the systems towards 
efficient use of resources, upset-free 
operation, and high quality of service 
levels at low cost.

Research & Innovation Priority

Predictive Maintenance for 
Improved Asset Management
T raditional maintenance procedures 

are based on schedule-driven 
manuals that rely on laboratory 

data and analytical predictions that were 
developed during design and manufactu-
ring. Since the in-service conditions and 
failures modes experienced are generally 
complex and unknown, conservative ca-
lendar-based or usage-based scheduled 
maintenance practices are frequently 
used. These are time-consuming, labour-
intensive and expensive. Also, as systems 
age, maintenance service frequency and 
costs increase whilst performance and 
availability decrease.

Increasing connectivity can be used to 
create a step change in asset management 
to continuous monitoring of assets in the 
field. On-line health monitoring offers the 
promise of a shift from schedule-driven 
maintenance to condition-based main-
tenance. Built-in sensor networks can be 
used to provide information on the condi-
tion, damage state and/or service environ-
ment of the system. The key change will 
be from diagnostics to prognostics. Infor-
mation from sensor data can be used for 
prognosis of the health of the system. This 
will allow informed decision processes 

for inspection and repair. In future asset 
management will be performed based on 
the actual health and performance of the 
system, therefore minimising failures and 
maintenance costs, while maximising re-
liability and readiness. Real-time feedback 
will drastically reduce the person-hours 
currently expended in collecting data, bet-
ter condition assessment and improved 
safety.

There are, however, a number of challenges 
that need addressing. In order to get re-
liable and sufficiently early information on 
impending failures it is necessary to install 
a myriad of sensors close to the source 
of failure, e.g. in bearings, actuators, etc. 
There is also a need to record a variety of 

data at different sample rates, from dis-
crete positions, to e.g. high bandwidth vi-
bration monitoring. There is a need for low 
cost, easy to install sensors. Wireless bat-
tery-less, self-powered sensors scavenging 
heat and vibration energy are expected to 
have great impact. Increasing amounts 
of data will be collected with the need to 
gather, store and analyse terabytes of data 
in real time every day. There is a need for 
supporting tools and techniques to scan 
across the assets looking for impending 
problems, data analysis and visualisation 
tools for interpreting data and decision 
support tools for notifying maintenance 
engineers when failures are predicted to 
occur and suggested courses of action to 
allow for a fast and prompt response.

The overall aim of predictive maintenance is to provide the right information, to the right 
person, in the right place at the right time. In order to do this there is a need for  advances 
in sensors, tools and techniques to scan across the assets looking for impending prob-
lems, data analysis and visualisation tools for interpreting data, and decision support 
tools for notifying maintenance engineers when failures will occur. The final stage is to 
suggest the best course of action for a fast and appropriate response. 
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Research & Innovation Priority

Overcoming the Modeling 
Bottleneck
M odels are the basis for syste-

matic engineering processes, 
for improved management and 

operation, and for the realization of cogni-
tive systems. Currently, the application of 
advanced methods for engineering and 
operations is severely slowed down by 
the effort that is needed to develop the 
required models, to maintain them when 
the system that is described changes, and 
to assess the quality of models and their 
adequacy for a specific purpose. 

Model heterogeneity and re-use

In the foreseeable future, it will not be 
possible to describe a cyber-physical sys-
tem of systems by one single monolithic 
model that covers all system elements 
and all system aspects. Rather, modeling, 
analysis and optimization will focus on the 
critical elements of the system for which 
detailed models are developed while other 
aspects are only represented coarsely. 
Different aspects, e.g. computing the 
expected throughput and safety analysis, 
require different model depths and for-
malisms. Furthermore, different models 
of different accuracies often exist for the 
same element and aspect of a system.  
This poses two challenges: Integration of 

heterogenous models in simulation, ana-
lysis and optimization, and documenta-
tion and management of a large variety of 
models and their relationships, underlying 
assumptions etc. The latter is also the pre-
requisite for the re-use of models based 
upon modular, object-oriented modeling.

Combining rigorous and data-
based models

When modelling physical system ele-
ments, two approaches are generally fol-
lowed: Rigorous modeling based on the 
laws of physics and chemistry, and data-
based modeling. Both have their strengths 
and disadvantages. In the future, it will 
be essential to combine both approaches 
into efficient modeling techniques. Basic 
relationships between the variables, e.g. 
mass balances, can easily be represented 
by rigorous model elements and need not 
be learned from data, but the effort for 
modelling all effects in detail can be pro-
hibitive so that data-based models for the 
detailed behavior are easier to obtain. 

Model adaptation  

Even if a model initially provides a faithful 
description of the behavior of a system 
element, this may change over time due 

to quantitative and structural changes of 
the system or changes of the operating re-
gime. The model quality, i.e. its predictive 
capabilities, must be maintained during 
the whole life-cycle of the system. For this 
purpose, the data gathered during opera-
tions must be used, and the key parame-
ters of the model, where the influence is 
the largest, must be continuously adapted. 
This adaptation process will also provide 
information on the model reliability such 
that the uncertainty can be quantified and 
taken into account when using the model.

The cost and effort involved in mod-
elling cyber-physical systems of sys-
tems must be drastically reduced. 
This can be achieved by employ-
ing heterogenous modular models 
and combining data based models 
with rigorous ones. Models must be 
maintainted and adapted continu-
ously over their lifetime so that he 
modelling effort will be paid off by 
long-term reliable and efficient sys-
tem operation. 

Research & Innovation Priority: Overcoming the Modeling Bottleneck

Research & Innovation Priority

Humans in the Loop

Cyber-physical systems of systems 
usually are not operated fully auto-
matically, but the decision process is 

distributed among teams of operators and 
managers who may make use of available 
decision support systems if available. Usual-
ly, the operators act above automatic control 
systems that provide stability and reference 
tracking. The way in which the system is 
managed and operated is the result of the 
interplay of humans and computerized sys-
tems and is influenced by many socio-tech-
nical factors. If a computer-based solution is 
not intuitive or not presented transparently, 
humans tend to intervene and alter the deci-
sion suggested by a computer according 
to their past experiences. Thus, while being 
able to recognise problematic or abnormal 
situations early and reacting to them based 
on knowledge and experience, humans may 
introduce also an additional source of unpre-
dictable behaviour in the system.

The role of humans in the management and 
operation of complex systems and their 
interplay with computer-based decision sup-
port systems or optimization algorithms is 
an area that urgently needs deeper investi-
gation. Additionally, it must be studied how 
human attention evolves if humans are, on 
one hand, facing similar situations and must 
make similar decisions too often and, on 

the other hand, they can mostly rely on the 
correctness of the actions of an automated 
system.

Situational awareness

Operators and managers should be 
confronted only with relevant information 
that makes them aware of the current situa-
tion of the system and of possible courses 
of action. Overloading them with information 
must be avoided, adequate filtering and pres-
entation of information must be established, 
and reliable early warnings must be issued.

Collaborative decision making

Cognitive models must be investigated to 
anticipate human decisions and to realize 
computer-based systems learning from 
experienced operators storing and retrieving 
good patterns of reacting to events when 
human intervention proved being beneficial 
for system performance and stability. This 
will lead to the creation of collaborative 
human-machine environments where the 
combination of the capabilities of humans 
and algorithms in real-time monitoring and 
decision making is realized to provide safe 
and near-optimal system operation under all 
circumstances and pleasant and rewarding 
working conditions.

Human Machine Interfaces (HMIs)

Innovation of HMI concepts and designs 
is required where new forms of interaction, 
enabled by e.g. 3D visualization and virtual 
reality technologies, are developed for the 
effective presentation of multi-dimensional 
information. Identification of the root causes 
of safety or performance issues, assess-
ment of new operational scenarios based on 
historical data, and for influencing systems 
in an intuitive and interactive way will enable 
managers and operators to perform effecti-
vely and efficiently with minimal training.

Operators and managers play a 
key role in the operation of CPSoS 
and take many important deci-
sions. A symbiosis is needed be-
tween computer-based systems 
and human managers and op-
erators. Selecting the information 
that is presented to the managers 
and operators well, and designing 
well-structured and easy to com-
prehend human-machine interfac-
es for the visualization of complex 
data and relationships are crucial.

Research & Innovation Priority: Humans in the Loop
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Research & Innovation Priority

Integration of Control, Scheduling, 
Planning, and Demand-side Response 
in Industrial Production Systems

C urrently, control, production sche-
duling, and production planning 
are performed separately top-

down in a layered approach. The different 
decision layers operate on different time 
scales, follow different objectives, and 
use different models to represent the 
responses of the managed entities. Plan-
ning in large plants is based upon linear 
models for the behavior of the units of the 
plant. Scheduling often is performed ma-
nually on the plant or unit level based on 
experience or on standard operation data. 
On the control layer, the given set-points 
or sequences are implemented. There 
is little feedback and no tight integra-
tion between the layers, so potential for 
optimization is lost. As an example, the 
control layer should prioritize throughput 
optimization in high-load situations, and 
energy efficiency when utilization is low. 
Durations of operations or yields that are 
assumed on the planning and scheduling 
layer should be updated using informa-
tion from the control layer. 

A real-time information flow has to be esta-
blished between the layers by synchroni-
zing the communication across enterprise-
resource planning (ERP), manufacturing 
execution system (MES), and advanced 
process control (APC) information systems.

Demand-side response

A crucial element of the present-day opera-
tion of industrial production systems is the 
utilization and local generation of electric 
power. In large production complexes, elec-
tric power usually is a by-product of the 
generation of steam, and the split between 
steam production and electric power gene-
ration can be varied. In addition, there is 
often a net import of electric power. With 
respect to the overall sustainability of the 
process industries in Europe and also to 
take advantage of the changing electricity 
prices with respect to the economics of the 
plants, coordination between the produc-
tion planning and execution and the pro-
curement of electric power and the internal 
generation is of high importance.

Procurement of electric power and pro-
duction scheduling are usually dealt with 
as two distinct planning problems and ad-
dressed separately. Strategies to solve the 
overall problem jointly making use of the 
individual solutions must be investigated 
and integrated into the site-wide schedu-
ling and optimization of large production 
complexes. This requires the integration 
of models used in different layers, such 
that these exchange relevant information, 
as well as integration of different software 
tools used at different levels.

Production planning, scheduling and 
control and demand side response 
must be integrated more tightly in 
the future. The process industries 
may use surpluses of electric power 
from renewables to reduce their car-
bon footprint and stabilize the grid 
by demand side response. 

Research & Innovation Priority: Industrial Production Systems

Research & Innovation Priority

New ICT Infrastructures for Adaptable, 
Resilient, and Reconfigurable 
Manufacturing Processes

T he increasing trend towards more 
personalized products that must 
be produced on shorter time scales 

and that are subject to quickly changing 
customer demand requires a large degree 
of flexibility and quick adaptability in 
manufacturing processes. This severely 
increases production complexity and the 
likelihood of errors.

Novel ICT infrastructures are needed that 
facilitate easily reconfigurable and resi-
lient production environments that contain 
self-adapting smart componentst. These 
environments will have numerous benefits 
over existing systems in scenarios where 
flexibility and adaptability is required, such 
as down-time reduction, quicker replace-
ments of tools and machine components, 
and increased production capacities due 
to higher utilization of the production 
hardware. In addition, they must be able to 
autonomously detect and resolve abnor-
mal situations by adapting to the specific 
circumstances that caused an issue, or by 
giving early notice and information that 

helps human operators to find and resolve 
the problem quicky.

Research and innovation efforts are nee-
ded to develop ICT infrastructures that 
support a seamless and low-effort reconfi-
guration of manufacturing systems for 
fast adaptation to changing demands. 
Production machinery must be equipped 
with a high degree of autonomy and the 
capability for self-adaptation in response 
to changing requirements. In the end, 
some degree of self-organization in pro-
duction systems may be achieved.

These ICT architectures will have to rely 
on architectural patterns that provide 
consistency and simplicity for re-use, and 
they must provide semantic, “plug-and-
produce” integration and reconfiguration 
capabilities. Standardization is essential 
to facilitate interoperability and vertical 
integration of smart components.

Other important challenges are to deve-
lop new modeling approaches for such 

flexible systems, where models will have 
to be multi-disciplinary, context-aware, 
and must account for human interaction, 
and to develop novel real-time coordina-
tion, control, monitoring, and optimization 
solutions.

To adapt to the trend of prod-
uct personalization, short time-
scales, and quickly changing 
customer demands, novel ICT in-
frastructures are needed that fa-
cilitate easily reconfigurable and 
resilient manufacturing environ-
ments that contain self-adapting 
smart components. These in-
frastructures must support low-
effort system integration and 
reconfiguration, based on se-
mantic interface standards.
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Research & Innovation Priority

Multi-disciplinary, Multi-objective 
Optimization of Operations in 
Complex, Dynamic, 24/7 Systems

M any of the challenges within Eu-
rope in the area of transportation 
and logistics arise from the frag-

mented infrastructure that has evolved 
over many years. There are many borders 
within Europe, and in order to operate 
transport across borders, there is a need 
for cross-border, cross-organisation co-
operation leading to a natural need for sys-
tems-of-systems approaches in order to 
meet the pan-European transport flow of 
goods and people. In these 24/7 systems, 
there are the needs to improve capacity 
and efficiency, to reduce cost, to maintain 
continuous operation, and to provide resi-
lience to disruption and failures.

To increase capacity and avoid conges-
tion, there is a need to use existing infras-
tructure more efficiently by forecasting, 
coordinated control, and multi-objective 
optimization among subsystems, and op-
timal routing for dynamic traffic networks 
where there is an increasing need to be 
able to model multi-modal traffic and also 
the passengers as they move between 
transport modes. 

ICT and remote connectivity to assets 
introduce the ability to perform increased 
“on condition” monitoring through deploy-
ment of sensors. This is expected to bring 
huge savings in infrastructure mainte-
nance. Component systems will inevitably 
fail, may be unavailable for periods of time, 
or only offer degraded performance. To 
support continued operation, the systems 
of systems need to be resilient with requi-
rements for dynamic and self-configura-
tion. The ability to deal with these situa-
tions depends on the management and 
processing of real-time, high-quality data.

Consumer demand and government regu-
lation are driving the transportation and lo-
gistics sectors to use less energy overall, 
emit fewer harmful emissions, and utilize 
an increased mix of sustainable energy 
sources. Countries around the world 
have agreed to CO2 emissions targets 
that have been spelled out in the Copen-
hagen accord of 2009, with the EU offe-
ring to increase its emission reduction to 
30% (from 1990 levels) by 2020. With the 
transportation sector emitting over 25% of 

CO2 globally, this represents a significant 
challenge. To achieve greater efficiencies 
and reductions in emissions, operators are 
now turning to systems-of-systems thin-
king to optimize the use of assets to mini-
mize fuel costs and emissions. This needs 
to be achieved while at the same time deli-
vering increasing levels of service.

Multi-disciplinary, multi-objective 
optimization is needed to im-
prove capacity and efficiency to 
reduce the cost of transportation 
and logistics systems, and envi-
ronmental concerns are driving 
the minimization of emissions. 
Transportation and logistics sys-
tems need to be available at all 
times and cannot fail as they are 
vital to the mobility of Europe. 
There are critical requirements 
to provide resilience to disruption 
and more efficient operation.

Research & Innovation Priority

Safe, Secure and Trusted 
Autonomous Operations in 
Transportation and Logistics

I n the transportation and logistics do-
mains, the increased use of ICT is seen 
as the answer to allow better scheduling 

of traffic flow, enabling increased commu-
nication with infrastructure and between 
vehicles, to reduce congestion and avoid 
accidents, and as a central element for fu-
ture autonomy within systems to improve 
efficiency and increase safety.

Increasing levels of automation and auto-
nomy are being pursued in all transport 
sectors. The aerospace sector is currently 
leading in this field, and autonomous fea-
tures are expected in all other sectors as 
well, with many associated systems-of-
systems challenges. In addition, safety is 
paramount in all transport operations and 
is a key driver in all related sectors.

In the future, there will be a much higher 
reliance on communication technologies 
between vehicles leading, in the longer 
term, to the integration of both manned 
and autonomous vehicles being opera-
ted in the same airspace, rail networks, 
maritime environments, and on the roads. 

Here, there is a need for interoperability, 
guaranteed quality of service, and security 
of communications.

Autonomous decision making will intro-
duce socio-technical issues about what 
systems should be made autonomous and 
what should be left to the human opera-
tor. Here, there is also a need for homoge-
neous HMIs that allow users to interact 
easily and effectively with the system. So-
cietal acceptance will be a key challenge, 
as will be trust. If a malicious entity ma-
naged to break into the system and cause 
an accident, there would be a total loss of 
public confidence. Systems thus need to 
be secure, but also need to fail safely even 
in the presence of a security breach.

Privacy is also a key issue as increasing 
interconnectivity results in a potential loss 
of privacy, and liability needs to be care-
fully considered to ensure that citizens, 
manufacturers, and operators have a clear 
framework in which to legally handle the 
consequences of the inevitable accidents 
when they happen.

Across all transportation and 
logistics sectors, there is in-
creased autonomy driven by 
safety and efficiency require-
ments. In order for autono-
mous systems to be accepted, 
they will have to be safe and 
secure to generate trust. Secu-
rity is required to avoid disrup-
tion, and fail-safe mechanisms 
are needed to maintain safety.  
Monitoring will be required to 
maintain safe operation, but 
this will be at the expense of 
privacy. Inevitably, there will be 
accidents, requiring a liability 
framework to be in place, with 
interfaces that are easy to un-
derstand.
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A s we have described in this bro-
chure, cyber-physical systems of 
systems have been emerging in 

many areas, from railway systems to in-
dustrial production and smart buildings. 
They are characterized by consisting of 
a large number of physical devices and 
computing elements that are interconnec-
ted both physically, by flows of energy and 
material and by the use of resources, and 
by flows of information between different 
computer systems and computers and hu-
mans. Due to these interactions, the resul-
ting systems become highly complex, can 
exhibit emerging behaviour and are there-
fore difficult to engineer and to manage. 
The vastly increased amount of informa-
tion and the new level of connectivity (“in-
ternet of things”) offer unprecedented po-
tential for more efficient operation, higher 
flexibility and adaptability, improved levels 
of reliability, and better quality of products 
and services.

To realize these potentials and to master 
the complexity of the cyber-physical sys-
tems of systems of the future, new tools 
and methods for their engineering over 
the complete life-cycle and their efficient, 
safe, and reliable operation are needed. 
Based on a thorough investigation of the 
state of the art in the application domains 
and in tools and methods, The CPSoS 
project has summarized three core chal-

lenges in engineering and management 
of cyber-physical systems of systems and 
proposed 11 topics on which research and 
innovation should focus during the next 
years. Special attention should be paid to 
the interaction of cyber-physical systems 
of systems with humans, as operators and 
managers who use computer-based sys-
tems to access the available information 
and to manage and control the systems, 
and as users who want to interact with the 
systems in an easy manner so that it satis-
fies their demands in a reliable and timely 
fashion.

The proposed research and innovation 
topics are highly interdisciplinary and 
must be tackled by teams from research 
institutions, solution providers, and end 
users with different backgrounds, from 
computer science, systems and control 
theory, software and systems engineering 
to HMI design and the theory of cognition 
and perception. Such joint efforts will ulti-
mately lead to even more sustainable, safe 
and reliable production and infrastructure 
systems that are economically viable and 
provide excellent products and services, 
satisfy the demands of the users and pro-
vide satisfaction at work. 
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